How to Use the Fractal Dimension to Find Correlations between Attributes
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Abstract
One of the challenges when dealing with multimedia information, which usually is massive and composed of multidimensional data, is how to index, cluster and retain only the relevant information among the items of a large database. In order to reduce the information to the meaningful data, techniques such as attribute selection have been used. In this paper we present a fast, scalable algorithm to quickly select the most important attributes (dimensions) for a given set of n-dimensional vectors, determining what attributes are correlated to the others and how to group them. The algorithm takes advantage of the ‘fractal’ dimension of a data set as a good approximation of its intrinsic dimension and, based on it, indicates what attributes are the most important to keep the meaning of the data. We applied our method on real and synthetic data sets, producing fast and promising results.

Keywords: Attribute selection, dimensionality reduction, intrinsic dimensionality, fractal.

1. Introduction and Motivation
The volume of information gathered by digital systems has grown not only in the amount of data items but also in the number and complexity of attributes. This happens mostly due to the multimedia nature of the data, and the recent need for storing and retrieving images, video, time series, DNA sequences, among others. When managing large volume of data, a question which frequently arises is: "what part of this data is really relevant to be kept?". Considering that database management systems stores the information in tables, it is known that usually the relations of the database have many attributes which are correlated between themselves. However, knowing what attributes are the most meaningful and how they are correlated with the other attributes in the relation has been sought by the database and machine learning communities during the last decade.

Attribute selection is a classic goal, which is frequently used to overcome the “dimensionality curse” [13] [10]. A carefully chosen subset of attributes improves the performance and efficacy of a variety of algorithms, including indexing, matching, and retrieval. This is particularly true with redundant data, as many data sets can largely be well-approximated using fewer dimensions. Moreover, attribute selection can also be seen as a way to compress data, since only the attributes which maintain the essential characteristics of the data are kept [7].

Let \( A=\{a_1, a_2, ..., a_n\} \) denote a relation and \( a_i \) its attributes. So, attribute selection algorithms aim to find a subset of attributes \( B \subseteq A \) such that \( B \) can tightly describe \( A \). Accordingly, there is a set of mappings \( M_{\{B\}}(A) \) that can closely approximate the values of every attribute of \( A \) which are not in \( B \), that is, \( M_{\{B\}}(A) = a_i \in (A - B) \). Moreover, selecting the attribute set that better describes a data set is only an introductory step when gathering knowledge about it. In fact, it is possible to exist a subset of attributes \( C \subseteq B \) such that \( M\{C\}=a_i \in (A - B) \). In other words, groups of attributes in \( B \) may exist that are correlated with some other attributes of \( A \) but that are independent from the other attributes.

In this paper we introduce a novel technique, based on the fractal dimension of the data set, that can discover dependency groups among the most significant attributes to characterize a data set. We also present a fast, scalable algorithm to quickly identify the attributes that determine the dependent attributes.

The paper is organized as follows. Section 2 discusses briefly the previous work on this subject. Section 3 gives an overview of the fundamental concepts concerning the technique we propose in Section 4. Section 5 presents experimental results and Section 6 summarizes our main contributions.

2. Related work
Several selection methods have been presented in the literature, including genetic algorithms; sequential feature selection algorithms such as forwards, backwards and bi-directional sequential searches; and feature weighting [11] [14] [21]. A survey of attribute selection using machine learning techniques is presented in [3].

As well-known dimensionality reduction techniques one can mention the principal component analysis (PCA) and the singular value decomposition (SVD). These techniques either map the data sets to other spaces or generate a set of additional axes [5]. However, this is not quite attribute selection.
A common research challenge in attribute selection methods is the exponential growth of computing time required [3]. Indeed, the induction methods proposed so far had super-linear and even exponential computational complexity [11], as is the case with nearest neighbors, learning decision trees [9], and Bayesian Networks [16] [12]. Notice that these approaches are highly sensitive to both the number of irrelevant or redundant features presented in the data set and to the size of the data set, avoiding the use of samples [11].

Fractal dimension has been a useful tool to the analysis of spatial access methods [2] [8], indexing [4] [10], join selectivity estimation [6], and analysis of metric trees [17] [18].

3. Concepts

Database management systems store data in tables where the columns represent the features and the rows represent each data item. Here, we refer to these tables as data sets, to the attributes as features, and to the data elements (or objects) as points in the feature space. Therefore, each data element can be considered as a point in an $E$-dimensional space, where $E$ is the number of attributes in the data set. Complex data, such as features extracted from multimedia data, are well-known examples of high-dimensional data used in content-based retrieval systems. For these data sets it is difficult to choose the set of attributes that can be assigned as the data set keys. In consequence, if one is interested in creating an index structure on the data, the whole set of attributes has to be considered. This leads to the previously mentioned dimensionality curse.

3.1 - ‘Embedding’ and ‘intrinsic dimensionality’

The technique we propose in this work has two objectives: (1) to find a subset of the attributes that, besides concisely representing the data, can be used when creating indexes or applying data mining techniques over the data without compromising the results; (2) to establish which attributes are correlated between themselves.

Although the existence of correlations between attributes in the data set is frequent, it is difficult to know which attributes are correlated with, or are functions of, the others. Namely, it is difficult to establish the functional dependency. Thus, our work aims at detecting the correlations between attributes in a data set, spotting the attributes that can be obtained by some function of others, and defining the reduced data set with only the relevant attributes. These considerations lead to the definition of the embedding and intrinsic dimensions.

**Definition 1** - The embedding dimension $E$ of a data set is the dimension of its address space. In other words, it is the number of attributes of the data set.

The data set can represent a spatial object that has a dimension lower than the space where it is embedded. For example, a line has an intrinsic dimensionality one, regardless of whether it is in a higher dimensional space.

**Definition 2** - The intrinsic dimension of a data set is the dimension of the spatial object represented by the data set, regardless of the space where it is embedded.

Note that if a data set has all of its features independent of the others, its intrinsic dimension is the embedding dimension. However, whenever there is a correlation between two or more features, the intrinsic dimensionality of the data set is reduced accordingly. For example, each polynomial correlation (linear, quadratic, and so on) reduces the intrinsic dimension by one unit. Other types of correlations can reduce the intrinsic dimension by different amounts, even by fractional amounts, as we show following.

Usually the embedding dimensionality of the data set hides its actual characteristics. In fact, correlations between the features in real data sets are normally not known, and even the existence of correlations is unknown. Through the intrinsic dimension of a data set it is possible to decide how many attributes are actually required to characterize it. Henceforth, we get the intrinsic dimension $D$ of a data set by the Correlation Fractal Dimension of it ($D_2$).

### Definition 3 (Correlation Fractal Dimension): Given a data set that has the self-similarity property in the range of scales $[r_1, r_2]$, its Correlation Fractal dimension $D_2$ for this range is measured as

$$D_2 = \frac{\partial \log \sum C_{ri}^{\frac{1}{2}}}{\partial \log r}, \quad r \in [r_1, r_2] \quad (1)$$

where $r$ is the side of the cells imposed over the data set and $C_{ri}$ is the count of points in each cell $i$, as described in [6] [19].

As many real data sets are self-similar, or fractal [15], we can use their correlation fractal dimension as their intrinsic dimension $D$.

If a data set is stored as a relational table, it can be useful to compute the fractal dimension of a subset of its attributes. The following definition, first presented in [19], handles this situation.

### Definition 4 - Partial fractal dimension ($pD$): Given a data set $A$ with $E$ attributes and a subset of these attributes $B \subseteq A$, the Partial Fractal Dimension $pD(B)$ is obtained through the calculation of the correlation fractal dimension of the data set considering only the attributes from the $B$ subset.

Algorithms to calculate $D_2$ and any $pD(B)$ were proposed in [19] [16]. Both algorithms are linear on the number of attributes and on the number of elements in the data set.

4. Proposed Technique

The proposed technique is based on the concepts we define as follows.

4.1 - Definitions

Let $A = \{a_1, a_2, ..., a_E\}$ denote a data set composed of only numerical, continuous (non-categorical) attributes. Then, we present the following definitions.

### Definition 5 (Correlation super-group) - Given the data set $A = \{a_1, a_2, ..., a_E\}$ composed by $E$ attributes, a Correlation Super-Group $SG \subseteq A$ is a subset of attributes of $A$ such that, for every attribute $a_1 \in SG$ there is a mapping $M_1(\mathcal{SG}-\{a_1\}) = a_1$ and for any given combination of values of $\mathcal{SG}-\{a_1\}$ there are few possible values for $a_1$ that is, the attributes $\mathcal{SG}-\{a_1\}$ are correlated to the attribute $a_1$.

### Definition 6 (Correlation group) - Given a data set $A = \{a_1, a_2, ..., a_E\}$, a Correlation Group $G \subseteq A$ is a subset of attributes of $A$ such that $G$ is a correlation super-group of $A$ and there is no attribute $a_i \in G$ such that $G-\{a_i\}$ is a correlation super-group in $A$.

**Experimental conjecture:** If there is a function $f_j(\mathcal{G}-\{a_i\})=a_j$, $\mathcal{G}\subseteq A$, $a_i \in \mathcal{G}$, then the attributes in $\mathcal{G}$ are correlated. However,
a correlation is not limited to functions. In fact, any mapping $M_i(G\{a_i\})=a_i$ that restricts the possible values of the attribute $a_i$ determines a correlation. If the mapping $M_i(G\{a_i\})=a_i$ is a function, that is, if there is only one value of $a_i$ for a given combination of values of $G\{a_i\}$, then $pD(G) = pD(G\{a_i\})$. By experimental evaluation, we found that, if $M_i(G\{a_i\})=a_i$ restricts the subset of values of $a_i$ for a given combination of values of $M_i(G\{a_i\})$ to a few elements, $pD(G)pD(G\{a_j\})$ is also almost zero, increasing slightly as the number of possible values for $a_i$ rises.

**Corollary 1** (derived from the experimental evidence) - For every attribute $a_i \in G$, $pD(G) - pD(G\{a_i\}) = 0$.

**Definition 7 (Correlation base)** - If $B$ is a correlation group in $A$, and therefore there is no pair of attribute $a_i, a_j \in B$ such that $pD(B) - pD(B\{-a_i,a_j\}) = 0$, then for every $a_k \in B$ the set of attributes $B-a_i$ is a correlation base of $B$.

The intuition about a correlation group $G$ with $g$ attributes is that at least one of its attributes is correlated with every other attribute in the group. However, it is possible that less than $g-1$ attributes are enough to define the correlation. So, a correlation base $B, B-G$ with $b$ attributes, determines the minimum number of attributes in $G$ that is needed to define the correlation. In this way, any $b$ attributes in the correlation group determine a mapping from these attributes to every other $g-b$ attributes in the group.

Consider the data set $A=[a_1, \ldots, a_n]$ composed only by numerical non-categorical attributes with a fractal dimension $D$. If a new attribute $a_i$ is added to this data set, the total fractal dimension will increase at most one unit. On the one hand, the total fractal dimension will increase by one unit if $a_i$ is completely uncorrelated with all the other attributes in the data set. On the other hand, if $a_i$ is correlated with the existing attributes, the fractal dimension will increase by a value of almost zero. In a third case, the total fractal dimension will increase by an amount between zero and one if the new attribute $a_i$ is partially, or ‘fractally’, correlated with the attributes that already exist in the data set.

In the same way, the $pD$ of only one numerical attribute of a data set can also be a value from zero to at most one unit. For a constant attribute, the $pD$ is zero. In addition, if there is no formation law in the distribution of the values of this attribute, its partial fractal dimension will be one. Conversely, if there is a distribution rule for its values, its $pD$ will be a value between zero and one, reflecting the fractal formation of its distribution.

### 4.2 - The Attribute Significance Estimator

Based on the previous concepts, we developed an algorithm named Fractal Dimension Attribute Significance Estimator (FD-ASE). It uses the approach of attribute forward inclusion to recreate the data set. The fundamental idea is to calculate the partial correlation fractal dimension of data set projections, integrating more and more attributes until its calculated correlation fractal dimension $D$ is achieved. An outline of the FD-ASE algorithm is shown in Figure 1.

The algorithm works as follows: given the data set $A=[a_1, \ldots, a_n]$, composed by $n$ attributes identified by an index ranging from 1 to $n$, the first step is to discard the constant attributes. To do this, the individual $pD$ of each attribute is computed and every attribute with $pD=0$ is dropped. For presentation clarity, we consider that no attribute is discarded in step 1.

In the first interaction of the algorithm, step 2 calculates the $pD$ of the partial data set consisting of the attribute $a_1$, and progressively calculate the $pD$ of the partial data set resulting from including attributes $a_2, a_3$, and so on, until the correlation fractal dimension $D$ of the complete data set is achieved. However, it is possible that, when adding an attribute $a_i$, the fractal dimension does not increase. This means that the attribute $a_i$ is correlated with at least one of the attributes $a_1 \mid i \neq k$, so attributes $a_j$, $j \neq i$ define a correlation supergroup.

**Input**: the data set $A=[a_1, \ldots, a_n]$ composed by $n$ attributes.

**Output**: the power set $\{G_1, G_2, \ldots\}$ of correlation groups in $A$.

1. Remove every attribute $a_i$ in $A$ whose $pD(a_i)=0$, and set $c=1$.
2. Calculate $pD(a_1), pD(a_1, a_2), \ldots$ until $pD(a_1, \ldots, a_c)=pD(a_1, \ldots, a_{c-1})$.
3. For $j$ from 1 to $k-1$ calculate $pD(a_1, a_2, a_3, \ldots, a_{c-1}, a_j)$ and $pD(a_1, a_2, a_3, \ldots, a_{c-1}, a_j, a_{c+1}, \ldots, a_n)$.
4. If $pD(a_1, a_2, a_3, \ldots, a_k)=pD(a_1, a_2, a_3, \ldots, a_{c-1})pD(a_1, a_j, a_{j+1}, \ldots, a_n)$ remove $a_i$ from $G_{c+1}$ and calculate $pD(G_{c+1})$ such that $pD(G_{c+1})$ is almost zero, increasing slightly as the number of possible values for $a_i$ rises.
5. For $j$ from $k+1$ to $n$ calculate $pD(G_{c+1}, a_j)$ and if $pD(G_{c+1}, a_j)=pD(G_{c+1})$ include $a_i$ in $G_{c+1}$.
6. Reserve $G_{c+1}$ and remove $G_{c+1}$ from $A$, where $B$ is the correlation base of $G_{c+1}$.
7. If there are attributes in $A$, increase $c$ and repeat from step 1.

**Figure 1** - The Fractal Dimension Attribute Significance Estimator (FD-ASE) algorithm.

Having found a correlation super-group, it is necessary to identify the correlation group where the attribute $a_i$ pertains, and dropping attributes that are not part of it. We assume, without loss of generality, that there is no other attribute $a_j, j \neq k$, such that its inclusion in the data set does not change the resulting $pD$. That is, $a_i$ is the first attribute in the sequence $(a_j, a_2, \ldots, a_n)$ such that $pD(a_1, a_2, \ldots, a_k)=pD(a_1, a_j)$. By the corollary 1, if the attributes in the sequence $(a_1, a_i)$ constitute a correlation group, there is no attribute in it that can be removed resulting in a different $pD$. So, in step 3 the algorithm processes the sequence $(a_j, a_i)$, that is, puts the attribute $a_i$ as the last element in the sequence, maintaining the other attributes in the same order. In the next step, if $pD(a_2, a_i)=pD(a_2, a_j)<pD(a_2, a_i, a_j)$, than $a_i$ is not an attribute in the same correlation group with $a_j$ and the attribute $a_i$ is removed from the group; otherwise $a_i$ and $a_j$ are in fact in the same correlation group. Steps 3 and 4 must be repeated for every attribute $a_i$ in $(a_j, a_k)$, computing $pD(a_1, a_j, a_{j+1}, \ldots, a_k), pD(a_1, a_j, a_{j+1}, \ldots, a_k)$ and $pD(a_1, a_j, a_{j+1}, \ldots, a_k)$. Whenever an attribute is found not pertaining to the target correlation group, it is eliminated from the sequence in the remaining iterations. Therefore, after at most $3^k$ calculations of the $pD$ algorithm, the first correlation group of attributes is discovered.

In step 5, the other attributes $a_i$ in $A, j < k$, are tested to determine if they pertain to the same correlation group as $a_j$. Therefore, every attribute that does not increase the $pD$ of the correlation group already found is included in this group. In step 6, the correlation group $G_{i}$ already found is reserved. Being $g$ the number of attributes in the group $G_{i}$, only the $b$ attributes that
compose the correlation base of the group is kept for the next execution of the algorithm. That is, \( g-b \) attributes are removed from the set of attributes being processed, and the whole algorithm is repeated (step 7), until every correlation group are discovered.

5. Experimental Results

In order to evaluate the efficacy of our method, we have made several experiments with different synthetic and real data sets. As we cannot discuss all of them here, we selected a few but representative experimental results to demonstrate the main idea of our technique. The results are graphically demonstrated through FD-ASE plots, which are plots in log-log scale of the sum of the number of points \( \sum C_r^i \) versus \( r \), as defined in equation (1). The slope of the line that best fits the plot as each attribute \( a_k \) is included corresponds to the \( pD \) of the sequence \( \{a_1, a_2, ..., a_k\} \). Note that the sequence plot is presented in the graphs from right to left.

The data sets and the experimental results are described as follows.

Cube1 - this is a 10,000 points randomly generated data set in a three-dimensional manifold. Its three coordinates are completely uncorrelated to each other. Figure 2 presents the graph generated by the FD-ASE algorithm on the sequence \( (a_1, a_2, a_3) \). From this plot, it can be seen that each attribute \( a_k \) added to the data set increases the \( pD \) by one unit, achieving the intrinsic dimension of the whole data set when including the attribute \( a_3 \).

Cube2 - this is a three-dimensional data set with 10,000 points and two attributes strongly correlated \( (a_1, a_2, a_3 = f(a_1)) \). Figure 3 presents the graphs of two sequences: (a) \( (a_2, a_3, a_1) \); (b) \( (a_1, a_3, a_2) \).

Figure 3(a) shows that the \( pD \) does not increase when adding attribute \( a_3 \). This means that it is correlated to at least one of the...
previous attributes, and therefore the attributes $a_i$ to $a_j$ define a correlation super-group. In Figure 3(b), it can be seen that the attribute $a_k$, transferred to the end of the sequence, increases the $pD$ by one unit, therefore it is not in the target correlation group. It can also be seen that the increase of the $pD$ when $a_j$ is added is zero, revealing that attributes $a_i$ and $a_j$ are completely correlated.

**Hibrid7** - this is a 10,000 seven-dimensional point set, whose attributes are correlated as: $\{a_i, a_2=f(a_1), a_3=f(a_1), a_4=f(a_2), a_5=f(a_3), a_6=f(a_2), a_7=f(a_4)\}$.

Figure 4 presents graphs generated by the FD-ASE algorithm on two different sequences. Figure 4(a) illustrates the first execution of the algorithm, which results in the first correlation group $G_1 = \{a_i, a_2, a_3\}$. The correlation base of $G_1$, $B_1 = \{a_1\}$, is kept in the set of attributes for the next execution, which find $G_2 = \{a_i, a_2, a_3\}$ and $B_2 = \{a_4\}$. At last, the algorithm execution applied to the sequence $(a_i, a_4, a_5)$ determines the third correlation group, as illustrated in Figure 4(b).

**Eigenfaces** - this is a real data set with 11,900 eigenvalues extracted from human face images. Each face was processed with the eigenfaces method [20], resulting in 16-dimensional vectors.

Although the points of the Eigenfaces data set are embedded in a 16-dimensional space, its intrinsic dimension is 4.25. Figure 5 presents the graph of a sequence processed by the FD-ASE algorithm. From the graph, it can be seen that from the 16 attributes, only 5 of them significantly increase the algorithm. From the graph, it can be seen that from the 16 attributes, only 5 of them significantly increase the $pD$, reflecting the fractal formation of the data set. Executing the FD-ASE algorithm using this data set discovered just one correlation group, what is consistent with the eigenfaces method employed to generate the data set.

![Figure 5 - FD-ASE plot for Eigenfaces.](image)

**6. Conclusions**

In this paper we presented a novel technique to discover groups of correlated attributes in a data set, using the fractal dimension concept. We also presented an algorithm to find correlation groups that is linear on the number of attributes and on the number of elements in the data set. In this sense, our technique represents an important achievement on finding information about a data set, as it can discover if there is more than one group of attributes that establishes the correlations in the data set, and also identify the attributes that pertain to each group. To the best of our knowledge, this information cannot be obtained by the existing techniques. Using our proposed method and the presented algorithm, we are now studying a new technique to improve existing methods of dimensionality reduction based on the fractal dimension.
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