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Abstract

We consider the linear integral equations of Fredholm and Volterra

x(t)−
∫ b

a
α(t,s)x(s)dg(s) = f (t) , t ∈ [a,b] ,

and

x(t)−
∫ t

a
α(t,s)x(s)dg(s) = f (t) , t ∈ [a,b] ,

in the frame of the Henstock-Kurzweil integral and we prove results on the existence
and uniqueness of solutions. More precisely, we consider the above equations in the
sense of Henstock-Kurzweil and we state a Fredholm Alternative theorem for the first
equation and an existence and uniqueness result for the second equation for which the
solution is given explicitly.

Keywords and phrases:Linear integral equations, Fredholm-Stieltjes integral equations,
Volterra-Stieltjes integral equations, Henstock-Kurzweil integral, Riemann-Stieltjes inte-
gral, Fredholm Alternative, existence, uniqueness.

2000 Mathematical Subject Classification:45A05, 45B05, 45C05, 26A39.

1. Introduction

The aim of this paper is mainly to disseminate C. S. Hönig’s results and ideas on the theory
of linear integral equations and the theory of Henstock-Kurzweil non-absolute integration.
Because many of Ḧonig’s works are not easily available for the public, we collect facts and
proofs of the theory developed by him so that the presentation of them in the present paper
is as self-contained as possible. In addition, we add some new results which generalize
Hönig’s ideas.
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We consider the following Fredholm and Volterra linear integral equations

x(t)−
∫ b

a
α(t,s)x(s)dg(s) = f (t) , t ∈ [a,b] , (1)

and

x(t)−
∫ t

a
α(t,s)x(s)dg(s) = f (t) , t ∈ [a,b] , (2)

in the frame of the Henstock-Kurzweil integral and prove a Fredholm Alternative theorem
for (1) (see Theorem 5.2) and an existence and uniqueness theorem for (2) for which the
solution is given explicitly (see Theorem 6.1).

Let g : [a,b] → R be an element of a certain subspace of the space of continuous func-
tions from[a,b] to R. Let Kg([a,b],R) denote the space of all functionsf : [a,b]→ R such
that the integral

∫ b
a f (s)dg(s) exists in the sense of Henstock-Kurzweil (see [9], [10] and

[15]). It is known that even wheng(s) = s, an element ofKg([a,b],R) can not only have
many points of discontinuities, but it can also be of unbounded variation. Indeed, the space
of Henstock-Kurzweil integrals encompasses Riemann, Lebesgue and Newton’s integrals.

In the present paper, we prove a Fredholm Alternative theorem for equation (1), that is,
we prove that

• either equation (1) has a unique solutionxf ∈ Kg([a,b],R) and (1) has a resolvent
with similar integral representation,

• or the corresponding homogeneous equation admits non-trivial solutions in
Kg([a,b],R) (see Theorem 5.2 in the sequell).

For equation (2) we prove that

• for every f ∈ Kg([a,b],R), equation (2) admits a unique solutionxf ∈ Kg([a,b],R)
and the resolvent of (2) is given by Neumann series (Theorem 6.1).

Although the above results are proved in the case whereα, x and f are real-valued, the
auxiliary theory developed throughout this paper is presented in a general abstract space
context.

The main obstacle encountered in obtaining the above results is the fact that the normed
space of Henstock-Kurzweil integrable functions is not complete (it is ultrabornological
however - see [8]). Therefore one can not apply usual fixed point theorems in order to
obtain existence results. Such difficulty was faced by the authors in [3] and by Hönig in
[11] when existence and uniqueness results were proved for the non-Stieltjes-type integral
equations

x(t)−
∫ b

a
α(t,s)x(s)ds= f (t) , t ∈ [a,b] ,

and

x(t)−
∫ t

a
α(t,s)x(s)ds= f (t) , t ∈ [a,b] ,

in a general Henstock-Kurzweil integral setting.
The obstacle mentioned above can be overcome if some ideas due to Hönig are applied

([11]). See [3] and [5], for instance. In the present paper, we adapt such ideas to the Stieltjes
case. The crucial point is
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• to obtain representation theorems which, together with integration by parts and sub-
stitution formulas, will enable us to transform integral equations in the Henstock-
Kurzweil sense into integral equations with respect to the usual Riemann-Stieltjes
integral.

Then we apply the Fredholm Alternative for the Riemann-Stietjes integral (proved in [3],
Theorems 2.4 and 2.5) and a result on the existence and uniqueness of a solution of a
Volterra-Stieltjes integral equation (proved in [12], Theorems 3.8 and 3.4) in order to ob-
tain results on the existence and uniqueness of solutions of these Stieltjes-type integral
equations. As a consequence, we obtain a Fredholm Alternative for equation (1), which
is presented in Section 5. We also get an existence and uniqueness result for equation (2),
which is presented in Section 6. The other sections are organized as follows. Section 2 is de-
voted to the fundamental theory of the Riemann-Stieltjes integral in Banach spaces, where
we present basic results, representation theorems and the Fredholm Alternative. In Section
3, we give some basic definitions of the Henstock-Kurzweil integration theory. In Section
4, we present auxiliary results for the Henstock-Kurzweil integral such as the fundamental
theorem of calculus and a substitution formula.

2. The Riemann-Stieltjes integral in Banach spaces

2.1. Functions of BoundedB-variation, of Bounded Semi-variation and of
Bounded Variation

A bilinear triple (we writeBT) is a set of three vector spacesE, F andG, whereF andG
are normed spaces with a bilinear mappingB : E×F → G. Forx∈ E andy∈ F , we write
xy= B (x,y) and we denote theBT by (E,F,G)B or simply by(E,F,G). A topological BT
is a BT (E,F,G) whereE is also a normed space andB is continuous. We suppose that
‖B‖ ≤ 1.

If E andF are normed spaces, then we denote byL(E,F) the space of all linear contin-
uous functions fromE to F . We writeE′ = L(E,R) andL(E) = L(E,E), whereR denotes
the real line.

Throughout this paper,X, Y andZ will always denote Banach spaces.

Example 2.1. As an example of a BT we can consider E= L(X,Y), F = L(Z,X), G =
L(Z,Y) andB (v,u) = v◦u. In particular, when Z=R, we have E= L(X,Y), F = X, G=Y
and B (u,x) = u(x); when X=R, we have E= Y, F = Y′, G =R and B (y,y′) = 〈y,y′〉;
when X= Z =R, we have E= G = Y, F =R andB (y,λ) = λy.

Given aBT (E,F,G)B , for everyx∈ E, we define

‖x‖B = sup{‖B(x,y)‖; ‖y‖ ≤ 1}

and
EB = {x∈ E; ‖x‖< ∞} .

When we endowEB with the norm‖ · ‖B , we say that the topologicalBT (EB ,F,G) is
associated to theBT (E,F,G).
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LetE be a vector space andΓE be a set of seminorms defined onE such thatp1, . . . , pm∈
ΓE implies

sup[p1, . . . , pm] ∈ ΓE.

ThenΓE defines a topology onE and the sets

Vp,ε = {x∈ E; p(x) < ε}, p∈ ΓE, ε > 0,

form a basis of neighborhoods of 0. The setsx0 +Vp,ε form a basis of the neighborhood
of x0 ∈ E. Moreover, when endowed with this topology,E is called a locally convex space
(see [13], p. 3, 4).

Example 2.2. Every normed or seminormed space E is a locally convex space.

For other examples, the reader may want to consult [5].
Let [a,b] be a compact interval ofR. Any finite set of closed non-overlapping subin-

tervals[ti−1, ti ] of [a,b] such that the union of all intervals[ti−1, ti ] equals[a,b] is called a
divisionof [a,b]. In this case we writed = (ti) ∈ D[a,b], whereD[a,b] denotes the set of all
divisions of [a,b]. By |d| we mean the number of subintervals in which[a,b] is divided
through a givend ∈ D[a,b].

Given aBT (E,F,G)B and a functionα : [a,b]→ E, for every divisiond = (ti) ∈ D[a,b]
we define

SBd (α) = SB[a,b],d (α) = sup

{∥∥∥∥∥ |d|∑
i=1

[α(ti)−α(ti−1)]yi

∥∥∥∥∥ ; yi ∈ F, ‖yi‖ ≤ 1

}

and
SB(α) = SB[a,b] (α) = sup

{
SBd (α) ; d ∈ D[a,b]

}
.

Then SB(α) is the B-variation of α on [a,b]. We say thatα is a function ofbounded
B-variationwheneverSB(α) < ∞. When this is the case, we writeα ∈ SB([a,b] ,E).

The following properties are not difficult to prove:

(SB1) SB([a,b] ,E) is a vector space and the mappingα ∈ SB([a,b] ,E) 7→ SB(α) ∈ R+ is
a seminorm;

(SB2) Givenα ∈ SB([a,b] ,E), the functiont ∈ [a,b] 7→ SB[a,t] (α) ∈ R+ is monotonically
increasing;

(SB3) Givenα ∈ SB([a,b] ,E) andc∈ ]a,b[, SB[a,b] (α)≤ SB[a,c] (α)+SB[c,b] (α)

Consider theBT (L(X,Y) ,X,Y). In this case we replaceSB([a,b] ,L(X,Y)) andSB(α)
bySV([a,b] ,L(X,Y)) andSV(α) respectively. Any element ofSV([a,b] ,L(X,Y)) is called
a function ofbounded semi-variation.

Given a functionα : [a,b]→ E, E a normed space, andd = (ti) ∈ D[a,b], we define

Vd (α) = Vd,[a,b] (α) =
|d|

∑
i=1

‖α(ti)−α(ti−1)‖
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and thevariationof α is given by

V (α) = V[a,b] (α) = sup
{
Vd (α) ; d ∈ D[a,b]

}
.

If V ( f ) < ∞, then α is called a function ofbounded variation. In this case, we write
α ∈ BV ([a,b] ,E). We also have

BV ([a,b] ,L(E,F))⊂ SV([a,b] ,L(E,F))

and
SV([a,b] ,L(E,R)) = BV

(
[a,b] ,E′) .

Remark 2.1. Consider a BT(E,F,G). The definition of variation of a functionα : [a,b]→
E, where E is a normed space, can also be considered as a particular case of the B-
variarion of α in two different ways.

• Let E= F ′, G = R or G = C and B(x′,x) = 〈x,x′〉. By the definition of the norm in
E = F ′, we have

Vd (α) =
|d|

∑
i=1

‖α(ti)−α(ti−1)‖

= sup

{∣∣∣∣∣ |d|∑
i=1

〈xi ,α(ti)−α(ti−1)〉

∣∣∣∣∣ ; xi ∈ F, ‖xi‖ ≤ 1

}
= SBd(α).

Thus when we consider the BT(Y′,Y,R), we write BV(α) and BV([a,b] ,Y′) instead
of SB(α) and SB([a,b] ,Y′) respectively.

• Let F = E′, G = R or G = C and B(x,x′) = 〈x,x′〉. By the Hahn-Banach Theorem,
we have

‖α(ti)−α(ti−1)‖= sup
{∣∣〈α(ti)−α(ti−1) ,x′i〉

∣∣ ; x′i ∈ E′, ‖x′i‖ ≤ 1
}

and hence

Vd (α) =
|d|

∑
i=1

‖α(ti)−α(ti−1)‖

= sup

{∣∣∣∣∣ |d|∑
i=1

〈α(ti)−α(ti−1) ,x′i〉

∣∣∣∣∣ ; x′i ∈ E′, ‖x′i‖ ≤ 1

}
= SBd(α).

Givenc∈ [a,b], we define the spaces

BVc([a,b] ,X) = { f ∈ BV ([a,b] ,X) ; f (c) = 0}

and
SVc([a,b] ,L(X,Y)) = {α ∈ SV([a,b] ,L(X,Y)) ; α(c) = 0} .

Such spaces are complete when endowed, respectively, with the norm given by the variation
V ( f ) and the norm given by the semi-variationSV(α). See [17], for instance.

The following properties are not difficult to prove:
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(V1) Every functionα ∈ BV ([a,b] ,E) is bounded and‖α(t)‖ ≤ ‖α(a)‖+V[a,t](α).

(V2) Givenα ∈ BV ([a,b] ,E) andc∈ ]a,b[, we haveV[a,b] (α) = V[a,c] (α)+V[c,b] (α).

The next results are borrowed from [14]. We include the proofs here, since this refer-
ence is not easily available. Lemmas 2.1 and 2.2 below are respectively Theorems I.2.7 and
I.2.8 from [14].

Lemma 2.1. Let α ∈ BV([a,b],X). Then

(i) For all t ∈ ]a,b], there existsα(t−) = lim
ε↓0

α(t− ε).

(ii) For all t ∈ [a,b[, there existsα(t+) = lim
ε↓0

α(t + ε).

Proof. We will prove (i). The proof of (ii) follows analogously.
Consider a strictly increasing sequence{tn} in [a, t[ converging tot. Then

n

∑
i=1

‖α(ti)−α(ti−1)‖ ≤V[a,t](α), for all n.

Hence
∞

∑
i=1

‖α(ti)−α(ti−1)‖ ≤V[a,t](α).

Then{α(tn)} is a Cauchy sequence, since

‖α(tm)−α(tn)‖ ≤
m

∑
i=n+1

‖α(ti)−α(ti−1)‖ ≤ ε,

for sufficiently largem,n. The limit α(t−) of {α(tn)} is independent of the choice of{tn}
and we finish the proof.

Lemma 2.2. Let α ∈ BV([a,b],X). For every t∈ [a,b], let v(t) = V[a,t](α). Then

(i) v(t+)−v(t) = ‖α(t+)−α(t)‖, t ∈ [a,b[.

(ii) v(t)−v(t−) = ‖α(t)−α(t−)‖, t ∈ ]a,b].

Proof. By property (SB2),v is monotonically increasing and hencev(t+) andv(t−) exist.
By Lemma 2.1,α(t+) andα(t−) also exist. We will prove (i). The proof of (ii) follows
analogously.

Supposes> t. Then property (V2) impliesV[a,s] (α) = V[a,t] (α)+V[ t,s] (α) . Therefore
‖α(s)−α(t)‖ ≤V[t,s](α) = V[a,s](α)−V[a,t](α) and hence‖α(t+)−α(t)‖ ≤ v(t+)−v(t).

Conversely, givend ∈ D[a,t], let vd(t) = Vd(α). Then for everyε > 0, there existsδ > 0
such thatv(t +σ)−v(t+)≤ ε and‖α(t +σ)−α(t+)‖ ≤ ε and there existsd : a= t0 < t1 <
.. . < tn = t < tn+1 = t +σ such thatv(t +σ)−vd(t +σ)≤ ε whenever 0< σ ≤ δ. Then

v(t +σ)−v(t) ≤ vd(t +σ)+ ε−vd(t) = ‖α(t +σ)−α(t)‖+ ε
≤ ‖α(t+)−α(t)‖+2ε

and hencev(t+)−v(t)≤ ‖α(t+)−α(t)‖. This completes the proof.
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Let α ∈ BV([a,b],X). Since‖α(t)‖ ≤ ‖α(a)‖+V[a,t], then Lemma 2.2 implies that the
sets

{t ∈ [a,b[;‖α(t+)−α(t)‖ ≥ ε} and {t ∈ ]a,b];‖α(t)−α(t−)‖ ≥ ε}

are finite for everyε > 0. Thus we have the next result which can be found in [14] (Propo-
sition I.2.10 there).

Proposition 2.1. Letα∈BV([a,b],X). Then the set of points of discontinuity ofα is count-
able (and all discontinuities are of the first kind).

Let us define

BV+
a ([a,b],X) = {α ∈ BVa([a,b],X); α(t+) = α(t), t ∈ ]a,b[}.

A proof thatBV+
a ([a,b],X) with the variation norm is complete can be found in [14], The-

orem I.2.11. We reproduce it next.

Theorem 2.1. BV+
a ([a,b],X) is a Banach space when endowed with the variation norm.

Proof. For everyt ∈ ]a,b[, we have‖α(t)‖ ≤ ‖α(a)‖+V(α) = V(α). Hence the mappings

Tt : α ∈ BVa([a,b],X) 7→ α(t) ∈ X

and
Tt+ : α ∈ BVa([a,b],X) 7→ α(t+) ∈ X

are continuous. ThereforeBV+
a ([a,b],X) is a closed subspace ofBVa([a,b],X), since it is

given by the continuous mappingsTt andTt+, t ∈ ]a,b[, and the result follows from the fact
thatBVa([a,b],X) is a Banach space with the variation norm.

Givenu∈ L(X,Z′) andz∈ Z, we denote an element ofX′ by z◦u which is given by

〈z◦u,x〉= 〈z,u(x)〉, x∈ X.

We have|〈z◦u,x〉|= |〈z,u(x)〉| ≤ ‖z‖‖u(x)‖ ≤ ‖z‖‖u‖‖x‖.
We denote byu∗ ∈ L(Y′,X′) the adjoint or transposed operator ofu∈ L(X,Y) which is

defined by 〈
x,u∗

(
y′
)〉

=
〈
u(x) ,y′

〉
, x∈ X, y′ ∈Y′.

Then
y′ ◦u = u∗(y′), y′ ∈Y′

since(y′ ◦u)(x) = 〈y′,u(x)〉= 〈u∗(y′),x〉 for everyx∈ X.
Next we present [14], Proposition I.3.5 and the corollary that follows it.

Proposition 2.2. Given a functionα : [a,b]→ L(X,Z′). Then

(i) SV(α) = sup{V(z◦α);z∈ Z, ‖z‖ ≤ 1};

(ii) α ∈ SV([a,b],L(X,Z′)) if and only if z◦α ∈ BV([a,b],X′), for every z∈ Z.
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Proof. In order to prove (i), it is enough to observe that, ifd = (ti) ∈ D[a,b], then

SVd(α) = sup

{∥∥∥∥∥ |d|∑
i=1

[α(ti)−α(ti−1)]xi

∥∥∥∥∥ ; xi ∈ X, ‖xi‖ ≤ 1

}

= sup

{
sup
‖z‖≤1

∣∣∣∣∣ |d|∑
i=1

〈z, [α(ti)−α(ti−1)]xi〉

∣∣∣∣∣ ; xi ∈ X, ‖xi‖ ≤ 1

}

= sup
‖z‖≤1

sup

{
|d|

∑
i=1

〈xi ,z◦α(ti)−z◦α(ti−1)〉; xi ∈ X, ‖xi‖ ≤ 1

}
= sup{Vd(z◦α); z∈ Z, ‖z‖ ≤ 1} .

Now we will prove (ii). By (i), if α ∈ SV([a,b],L(X,Z′)), thenz◦α ∈ BV([a,b],X′),
z∈ Z. The converse follows by the uniform boundedness principle. Indeed. Let us define
D =

{
(d,x); d ∈ D[a,b], x = (x1, . . . ,x|d|), xi ∈ X, ‖xi‖ ≤ 1

}
. Then for each(d,x) ∈ D, we

defineFd,z∈ Z′ by

Fd,z(z) =
|d|

∑
i=1

〈z, [α(ti)−α(ti−1)]xi〉, z∈ Z.

Then the set{Fd,z; (d,z) ∈ D} ⊂ Z′ is simply bounded onZ, since|Fd,z(z)| ≤Vd(z◦α) ≤
V(z◦α), for all (d,z) ∈ D, and allz∈ Z. Therefore by uniform boundedness principle,
there existsM ≥ 0 such that‖Fd,x‖ ≤ M, (d,z) ∈ D, that is for all(d,z) ∈ D, we have
sup{|Fd,z(z)|; z∈ Z, ‖z‖ ≤ 1} ≤ M. HenceSV(α)≤ M.

Corollary 2.1. Supposeα ∈ SV([a,b],L(X,Z′)). Then

(i) For every t∈ ]a,b], there existsα(t−) ∈ L(X,Z′) in the sense that

lim
ε→0+

(z◦α)(t− ε) = z◦α(t−), z∈ Z;

(ii) For every t∈ [a,b[, there existsα(t+) ∈ L(X,Z′) in the sense that

lim
ε→0+

(z◦α)(t + ε) = z◦α(t+), z∈ Z.

Proof. We will prove (i). The proof of (ii) follows analogously.
We may suppose, without loss of generality, thatα(a) = 0. By Lemma 2.1 (i) and

Proposition 2.2 (ii), givenz∈ Z, there exists

Tz = lim
ε→0+

(z◦α)(t− ε) ∈ X′.

Then the mappingT : z∈ Z 7→ Tz ∈ X′ is linear. It is also continuous, since‖z◦α(t)‖ ≤
‖z◦α(a)‖+V[a,t](z◦α). Besides, Proposition 2.2 (i) implies‖(z◦α)(t− ε)‖ ≤V(z◦α)≤
‖z‖SV(α). Hence‖T‖ ≤ SV(α).
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Let tT be the transposed mapping ofT, that is, tT : x ∈ X 7→ tTx∈ Z′ is defined by
〈z, tTx〉 = 〈Tz,x〉, wherez∈ Z. ThentT ∈ L(X,Z′) and‖tT‖ = ‖T‖ ≤ SV(α). Also tT =
α(t−) in the sense of (i), since for everyx∈ X, we have

〈z◦ tT,x〉= 〈z, tTx〉= 〈Tz,x〉= 〈 lim
ε→0+

(z◦α)(t− ε),x〉= lim
ε→0+

〈(z◦α)(t− ε),x〉

and we finished the proof.

In view of Corollary 2.1, we define the space

SV+
a ([a,b],L(X,Z′)) =

{
α ∈ SVa([a,b],L(X,Z′)); z◦α ∈ BV+

a ([a,b],X′), z∈ Z
}

which is complete when equipped with the semi-variation norm. This result can be found
in [14], Theorem I.3.7. We include it here.

Theorem 2.2. SV+
a ([a,b],L(X,Z′)) is a Banach space with the semi-variation norm.

Proof. By Theorem 2.2 (i), for everyz∈ Z, the mapping

Fz : α ∈ SVa([a,b],L(X,Z′)) 7→ z◦α ∈ BVa([a,b],X′)

is continuous. By Theorem 2.1,BV+
a ([a,b],X′) is a closed subspace ofBVa([a,b],X′) and

thereforeSV+
a ([a,b],L(X,Z′)) = ∩

{
(Fz)−1(BVa([a,b],X′)); z∈ Z

}
is a closed subspace of

the Banach spaceSVa([a,b],L(X,Z′)) which implies the result.

2.2. Riemann-Stieltjes Integration

For the next results we need the concept of the Riemann-Stieltjes integral which we define
by means of tagged divisions.

A tagged divisionof [a,b] is any set of pairs(ξi , ti) such that(ti)∈D[a,b] andξi ∈ [ti−1, ti ]
for everyi. In this case we writed = (ξi , ti) ∈ TD[a,b], whereTD[a,b] denotes the set of all
tagged divisions of[a,b]. Any subset of a tagged division of[a,b] is atagged partial division
of [a,b] and, in this case, we writed ∈ TPD[a,b].

A gaugeof a setE ⊂ [a,b] is any functionδ : E → ]0,∞[. Given a gaugeδ of [a,b], we
say thatd = (ξi , ti) ∈ TPD[a,b] is δ-fine, if [ti−1, ti ]⊂ {t ∈ [a,b] ; |t−ξi |< δ(ξi)} for everyi,
that is,

ξi ∈ [ti−1, ti ]⊂ ]ξi −δ(ξi),ξi +δ(ξi)[, i = 1,2, . . . |d|.

Now we will define the Riemann-Stieltjes integrals by means of tagged divisionsd =
(ξi , ti) of [a,b] and constant gaugesδ (i.e., there is aδ0 > 0 such thatδ(ξ) = δ0 for every
ξ ∈ [a,b]).

Let (E,F,G) be aBT. Any functionα : [a,b]→E is said to be Riemann integrable with
respect to a functionf : [a,b]→ F if there exists anI ∈G such that for everyε > 0, there is
a constant gaugeδ of [a,b] such that for everyδ-fined = (ξi , ti) ∈ TD[a,b],∥∥∥∥∥ |d|∑

i=1

[α(ti)−α(ti−1)] f (ξi)− I

∥∥∥∥∥< ε.
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In this case, we writeI =
∫ b

a dα(t) f (t) .
By Rf ([a,b] ,E) we mean the space of all functionsα : [a,b] → E which are Riemann

integrable with respect tof : [a,b]→ F .
Analogously we say thatf : [a,b]→ F is Riemann integrable with respect toα : [a,b]→

E if there exists anI ∈G such that for everyε > 0, there is a constant gaugeδ of [a,b] such
that for everyδ-fined = (ξi , ti) ∈ TD[a,b],∥∥∥∥∥ |d|∑

i=1

α(ξi) [ f (ti)− f (ti−1)]− I

∥∥∥∥∥< ε.

Then Rα ([a,b] ,F) denotes the space of all functionsf : [a,b] → F which are Riemann
integrable with respect to a givenα : [a,b]→ E with integralI =

∫ b
a α(t)d f (t) .

The integrals
∫ b

a dα(t) f (t) and
∫ b

a α(t)d f (t) defined above are known as Riemann-
Stieltjes integrals.

Consider theBT (E,F,G) with E = Y′ = L(Y,R), F = L(X,Y), G = X′ = L(X,R) and
B (y′,u) = y′ ◦u, for all y′ ∈Y′ andu∈ L(X,Y). We will use the identification∫ d

c
dy(t)◦K (t,s) =

∫ d

c
K (t,s)∗dy(t) ,

wherey : [a,b]→Y′, K : [c,d]× [a,b]→ L(X,Y) andK (t,s)∗ denotes the adjoint ofK (t,s)∈
L(X,Y).

2.3. Some Properties

Let E be a normed space. ByC([a,b] ,E) we mean the space of all continuous functions
from [a,b] to E endowed with the usual supremum norm,‖·‖∞. We define

Ca([a,b] ,E) = { f ∈C([a,b] ,E) ; f (a) = 0} .

The next result is well-known. It gives the Integration by Parts Formula for the
Riemann-Stieltjes integrals. For a proof of it, see for instance [13] or [7], Theorem 2.5.

Theorem 2.3 (Integration by Parts). Let (E,F,G) be a BT. If eitherα ∈ SB([a,b] ,E)
and f ∈C([a,b] ,F), or α ∈C([a,b] ,E) and f ∈ BV ([a,b] ,F), thenα ∈ Rf ([a,b],E), f ∈
Rα([a,b],F) and the Integration by Parts Formula∫ b

a
dα(t) f (t) = α(b) f (b)−α(a) f (a)−

∫ b

a
α(t) d f (t)

holds.

The assertions in the next remark follow by the Integration by Parts Formula and some
easy computation.

Remark 2.2. Suppose(E,F,G) is a BT andα ∈ SB([a,b] ,E). If we define

Fα( f ) =
∫ b

a
dα(t) f (t), f ∈C([a,b] ,F) ,

then Fα ∈ L(C([a,b],F),G) and‖Fα‖ ≤ SB(α). In particular we have
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• If E = F ′ and G= C or R as in Remark 2.1, then givenα∈BV([a,b],F ′), there exists

Fα( f ) =
∫ b

a
〈 f (t),dα(t)〉= lim

∆d→0

|d|

∑
i=1

〈 f (ξi),α(ti)−α(ti−1)〉, f ∈C([a,b],F),

where d= (ξi , ti) ∈ TD[a,b] and ∆d = max{ti − ti−1; i = 1,2, . . . , |d|}. Also Fα ∈
C([a,b],F ′) and‖Fα‖ ≤V(α).

• If α ∈ SV([a,b],L(X,Y)), then for every f∈ C([a,b] ,X) there exists the
Riemann-Stieltjes integral

∫ b
a dα(t) f (t). Furthermore Fα ( f ) =

∫ b
a dα(t) f (t), f ∈

C([a,b] ,X), is such that Fα ∈ L(C([a,b] ,X) ,Y) and‖Fα‖ ≤ SV(α).

The next theorem says that all operators inL(C([a,b],X),Y)) can be represented by
functions of bounded semi-variation. The version we present here is a special case of [13],
Theorem I.5.1. In particular, it will be shown later that ifY = Z′, thenL(C([a,b],X),Y))
can be represented by functions of bounded semi-variation which are right continuous.

Theorem 2.4. The mapping

α ∈ SVa([a,b],L(X,Y)) 7→ Fα ∈ L(C([a,b],X),Y)

where Fα( f ) =
∫ b

a dα(t) f (t), for f ∈C([a,b],Y), is an isometry (i.e.,‖Fα‖= SV(α)) of the
first Banach space onto the second. We also haveα(t)x = Fα(χ]a,t]x), x∈ X, whereχ]a,t]
stands for the characteristic function of]a, t].

We proceed with the presentation of results borrowed from [14] with their proofs.
In the sequel, we assume thatc is some point in the interval[a,b].
Givenα ∈ BV([a,b],Y′), let us define an auxiliary functionα : [a,b]→Y′ by

α(t) =


0, t = a,
α(t+)−α(a), t ∈ ]a,b[,
α(b)−α(a), t = b.

(3)

The next result, which can be found in [14], Theorem I.2.12, will be useful to prove that the
operators ofC([a,b],Y)′ can be represented by elements ofBVc([a,b],Y′).

Lemma 2.3. Let α ∈ BV([a,b],Y′). Then

(i) α ∈ BV+
c ([a,b],Y′) and V(α)≤V(α);

(ii) For every f∈C([a,b],Y), Fα( f ) = Fα( f ).

Proof. Let us prove (i). By the definition ofα, α(a) = 0 andα is right continuous at
t ∈ ]a,b[. Henceα ∈ BV+

c ([a,b],Y′). It remains to prove thatV(α)≤V(α).
We can suppose, without loss of generality, thatα(a) = 0. Then givenε > 0 and

d = (ti) ∈ D[a,b], there existsi ∈ ]ti−1, ti [, i = 1,2, . . . , |d|−1, such thatα(si+) = α(si) (by
Proposition 2.1) and‖α(ti+)−α(si)‖ ≤ ε. Therefore

‖α(ti+)−α(ti−1)‖ ≤ ‖α(ti+)−α(si)‖+‖α(si)−α(si−1)‖+‖α(ti−1+)−α(si−1)‖
≤ ‖α(si)−α(si−1)‖+2ε.
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If we considerd′ = (si) with a = s0 < s1 < .. . < s|d|−1 < s|d| = b, then

|d|

∑
i=1

‖α(ti+)−α(ti−1)‖ ≤
|d|

∑
i=1

‖α(si)−α(si−1)‖+
|d|

∑
i=1

2ε

and henceVd(α)≤Vd′(α)+2|d|ε ≤V(α)+2|d|ε. ThusVd(α)≤V(α) (sinceε is indepen-
dent of the choice ofd) and thenV(α)≤V(α).

Now we will prove (ii). By definition, we have

Fα( f ) =
∫ b

a
〈 f (t),dα(t)〉= lim

∆d→0

|d|

∑
i=1

〈 f (ξi),α(ti)−α(ti−1)〉,

whereξi ∈ [ti−1, ti ]. We may suppose, without loss of generality, thatα(a) = 0 and then
Proposition 2.1 impliesα(t) = α(t), for all t ∈ [a,b] but a countable subset. Then if we take
the pointsti of the divisiond = (ti) ∈ D[a,b] in the complement of that countable subset, we
obtain (ii).

The next representation theorem can be found in [14], Theorem I.2.13.

Theorem 2.5. The mapping

α ∈ BVc([a,b],Y′) 7→ Fα ∈C([a,b],Y)′

is an isometry (i.e.,‖Fα‖= V(α)) of the first Banach space onto the second.

Proof. It is clear that the mapping is linear and‖Fα‖ ≤ V(α). We will prove that the
mapping is one-to-one, that is,α 6= 0 impliesFα 6= 0. It is enough to show that there exists
f ∈C([a,b],Y) such thatFα( f ) 6= 0.

If α(b) 6= 0, then there existsy0 ∈Y such that〈y0,α(b)〉= 1. If we takef (t)≡ y0, then

Fα( f ) =
∫ b

a
〈y0,dα(t)〉= 〈y0,α(b)〉= 1.

If α(b) 6= 0, lett0∈ ]a,b[ be such thatα(t0) 6= 0 and considery0∈Y such that〈y0,α(t0)〉= 1.
Define

fn(t) =


0, t ≤ t0
n(t− t0)y0, t0 ≤ t ≤ t0 + 1

n

y0, t0 + 1
n ≤ t ≤ b.

Then fn ∈C([a,b],Y) and‖ fn‖= ‖y0‖, n∈ N, which implies

Fα( fn) =
∫ t0+ 1

n

t0
n(t− t0)〈y0,dα(t)〉+

∫ b

t0+ 1
n

〈y0,dα(t)〉,

where the second integral equals〈y0,α(t0 + 1
n)〉 which converges to〈y0,α(t0+)〉 = 1 and

the norm of the first integral is bounded by‖y0‖V[t0,t0+ 1
n ](α) which converges to 0.

Now we will prove that the mapping is onto and it is an isometry. It suffices to show
that for everyF ∈ C([a,b],Y)′, there exists anα ∈ BV([a,b],Y′) such thatF = Fα and
V(α)≤ ‖F‖. Then by Lemma 2.3, the same applies toα given by (3).
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SinceC([a,b],Y) is a subspace of the spaceB([a,b],Y) of bounded functions from[a,b]
to Y, then the Hahn-Banach Theorem impliesF ∈C([a,b],Y)′ admits a linear continuous
extensionF ∈ B([a,b],Y)′ such that‖F‖= ‖F‖.

If for all s∈ [a,b], s 6= c, we defineψs(t) = 1 for a≤ t ≤ s, ψs(t) = 0 for s< t ≤ b,
andψc = 0, then giveny∈Y andt ∈ [a,b], yψt ∈ B([a,b],Y) and this function takes only
two values: 0 andy. The mappingy∈Y 7→ F(yψt) ∈ R is linear and continuous because
|F(yψt)| ≤ ‖F‖‖y‖. Therefore there exists one and only one elementα(t) ∈ Y′ such that
F(yψt) = 〈y,α(t)〉, y∈Y.

We assert thatα ∈ BV([a,b],Y′) andV(α) ≤ ‖F‖. Indeed, givend = (ti) ∈ D[a,b], we
have

Vd(α) =
|d|

∑
i=1

‖α(ti)−α(ti−1‖

= sup

{∣∣∣∣∣ |d|∑
i=1

〈yi ,α(ti)−α(ti−1〉

∣∣∣∣∣ ; yi ∈Y, ‖yi‖ ≤ 1

}

= sup
‖yi‖≤1

∣∣∣∣∣F
(

|d|

∑
i=1

yi(ψti −ψti−1)

)∣∣∣∣∣≤ ‖F‖,

since ‖∑|d|
i=1yi(ψti − ψti−1)‖ ≤ 1. Also, given f ∈ C([a,b],Y), we have F( f ) =∫ b

a 〈 f (t),dα(t)〉, that is,Fα = F . Indeed because forξi ∈ [ti−1, ti ], we have

∫ b

a
〈 f (t),dα(t)〉 = lim

∆d→0

|d|

∑
i=1

〈 f (ξi),α(ti)−α(ti−1)〉

= lim
∆d→0

F

(
|d|

∑
i=1

f (ξi)(ψti −ψti−1)

)
= F( f ),

since lim∆d→0 ∑|d|
i=1 f (ξi)(ψti −ψti−1) = f , where the limit is taken in the spaceB([a,b],Y)

of bounded functions from[a,b] to Y. Also∥∥∥∥∥ f −
|d|

∑
i=1

f (ξi)(ψti −ψti−1)

∥∥∥∥∥= sup
a≤s≤b

∣∣∣∣∣ f (s)− |d|

∑
i=1

f (ξi)[ψti (s)−ψti−1(s)]

∣∣∣∣∣≤ ωd( f ),

whereωd( f ) is the oscillation off with respect tod and converges to 0 as∆d → 0.

Remark 2.3. Theorem 2.5 also holds for BVc([a,b],Y′), c∈ [a,b], instead of BVa([a,b],Y′).

The next two results are also borrowed from [14] (see respectively Theorem I.3.8 and
Corollary I.3.9 there).

Theorem 2.6. The mapping

α ∈ SV+
c ([a,b],L(X,Z′)) 7→ Fα ∈ L(C([a,b],X),Z′)

is a linear isometry (i.e.,‖Fα‖= SV(α)) of the first Banach space onto the second.
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Proof. The mapping is clearly linear. Also‖Fα‖ ≤ SV(α) by Remark 2.2.
Let us prove that the mapping is injective. Ifα 6= 0, there existst0 ∈ ]a,b] such that

α(t0) 6= 0. Hence there existsz∈ Z such thatz◦α(t0) 6= 0, wherez◦α(t) ∈ X′. Therefore
z◦α ∈ BV+

c ([a,b],X′) andz◦α 6= 0. By Theorem 2.5,Fz◦α 6= 0, whereFz◦α is the element
of C([a,b],X)′ defined byz◦α. Thus there existsf ∈C([a,b],X) such thatFz◦α( f ) 6= 0. On
the other hand,

Fz◦α( f ) =
∫ b

a
〈 f (t),d(z◦α)(t)〉= 〈z,

∫ b

a
dα(t) f (t)〉= 〈z,Fα( f )〉

and henceFα( f ) 6= 0, that is,Fα 6= 0.
Now we will show that given F ∈ L(C([a,b],X),Z′), there exists α ∈

SV+
c ([a,b],L(X,Z′)) such thatF = Fα andSV(α)≤ ‖F‖.
For everyz∈ Z, we havez◦F ∈C([a,b],X)′ and‖z◦F‖ ≤ ‖z‖‖F‖. Then Theorem 2.5

implies that there is one and only one elementαz ∈ BV+
c ([a,b],X′) such thatz◦F = Fαz,

that is, for everyf ∈C([a,b],X)′, we have

(z◦F)( f ) =
∫ b

a
〈 f (t),dαz(t)〉

andV(αz) = ‖z◦F‖.
We assert thatαz1+z2(t) = αz1(t) + αz2(t), t ∈ [a,b]. Indeed, we have(z1 + z2) ◦F =

z1◦F +z2◦F and hence for everyf ∈C([a,b],X)′, we have∫ b

a
〈 f (t),dαz1+z2(t)〉=

∫ b

a
〈 f (t),d(αz1 +αz2)(t)〉

and then the uniqueness of the representation in Theorem 2.5 implies (i). In a similar way,
one proves thatαλz(t) = λαz(t). Then for t ∈ [a,b] andx ∈ X, we defineα(t)x ∈ RZ by
(α(t)x)z = 〈x,αz(t)〉 and hence the mappingz∈ Z 7→ (α(t)x)z = 〈x,αz(t)〉 ∈ R is linear.
It is also continuous, since‖α(t)x‖ = sup{|〈x,αz(t)〉|; z∈ Z, ‖z‖ ≤ 1} and |〈x,αz(t)〉| ≤
‖x‖‖αz(t)‖ ≤ ‖x‖V(αz) = ‖x‖‖z◦F‖ ≤ ‖x‖‖F‖‖z‖ and hence‖α(t)x‖ ≤ ‖x‖‖F‖.

We haveα∈ L(X,Z′), since the mappingx∈X 7→α(t)x∈Z′ is linear and‖α(t)‖≤ ‖F‖
(by the last inequality).

We also assert thatα∈SV+
c ([a,b],L(X,Z′)) andSV(α)≤‖F‖. Indeed, by the definition

of α, we havez◦α = αz∈ BV+
c ([a,b],X′) for everyz∈ Z. Hence by Proposition 2.2 (i),

SV(α) = sup{V(z◦α); z∈ Z, ‖z‖ ≤ 1}= sup{V(αz); z∈ Z, ‖z‖ ≤ 1} ≤ ‖F‖,

sinceV(αz) = ‖z◦F‖ ≤ ‖z‖‖F‖.
Finally F = Fα, since for everyz∈ Z, we havez◦F = Fαz = Fz◦α = z◦Fα and then

z◦F = z◦Fα.

The next result is a consequence of Theorem 2.6 withZ = Y′.

Corollary 2.2. For every Fα ∈ L(C([a,b],X),Y), there exists one and only oneα ∈
SV+

c ([a,b],L(X,Y′′)) such that F= Fα.

Remark 2.4. Under the hypotheses of Corollary 2.2, we writeαF = α. Note that the
mapping F7→ αF may not be onto if Y′′ 6= Y.
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By Corollary 2.1, ifα ∈ SV([a,b],L(X,Z′)), then for everyt ∈ [a,b[, there exists one
and only one elementα(t+) ∈ L(X,Z′) such that for everyx∈ X and everyz∈ Z, we have

lim
ε→0

〈α(t + ε)x,z〉= 〈α(t+)x,z〉.

If we define α+(t) = α(t+), a < t < b, and α+(a) = α(a), then α+ is a function of
bounded semi-variation and we writeα+ ∈ SV+( ]a,b],L(X,Z′)). Moreover for every
f ∈C([a,b],X), we have

∫ b
a dα+(t) f (t) =

∫ b
a dα(t) f (t) and‖Fα‖= SV(α+).

The next result follows from Theorem 2.6 and [1], Satz 10.

Theorem 2.7. The mapping

α ∈ SV+
c ( ]a,b],L(X,Z′)) 7→ Fα ∈ L(C([a,b],X),Z′)

is a linear isometry (i.e.,‖Fα‖= SV(α)) of the first Banach space onto the second.

Similarly as in Corollary 2.2, we have

Corollary 2.3. For every Fα ∈ L(C([a,b],X),Y), there exists one and only oneα ∈
SV+

c ( ]a,b],L(X,Y′′)) such that F= Fα.

Let SV+
∫

b ( ]a,b],L(X,Ẏ)) denote the space of functionsα∈SV+
∫

b ( ]a,b],L(X,Y′′)) such
thatα(a)∈ L(X,Y) and

∫ t
a α(s)xds∈Y, for all t ∈ [a,b] andx∈X. LetχA be the characteris-

tic function of a setA⊂ [a,b]. The next theorem completes Corollary 2.3 and characterizes
the image of the mappingF 7→ αF . It is borrowed from [11] (Theorem 1.4 there).

Theorem 2.8. The mapping

α ∈ SV+
∫

b ( ]a,b],L(X,Ẏ)) 7→ Fα ∈ L(C([a,b],X),Y),

where Fα( f ) =
∫ b

a dα(t) f (t), is an isometry (i.e.,‖Fα‖ = SV(α)) of the first Banach space
onto the second. Furthermore

∫ t
a α(s)xds=−Fα(gt,x) andα(a)x =−Fα(χ[a,b]x), where for

t ∈ [a,b] and x∈ X, we define gt,x(s) = (s− a)x, if a≤ s≤ t, and gt,x(s) = (t − a)x, if
t ≤ s≤ b.

Proof. GivenF ∈ L(C([a,b],X),Y), let α be the corresponding element by Corollary 2.3.

We assert thatα ∈ SV+
∫

b ([a,b],L(X,Ẏ)). Indeed. Sincegt,x ∈C([a,b],X), thenF(gt,x) ∈Y.
But

F(gt,x) =
∫ b

a
dα(s)gt,x(s) =−

∫ b

a
α(s)dgt,x(s) =−

∫ t

a
α(s)xds,

where we applied the Integration by Parts Formula (Theorem 2.10) to get the second equal-
ity (with α(b) = 0 andgt,x(a) = 0). Similarly, one can prove thatF(χ[a,b]x) =−α(a)x∈Y.

The functionsgt,x and χ[a,b]x form a total subset ofC([a,b],X). By the fact that

SV+
∫

b ( ]a,b],L(X,Ẏ)) is a closed subset ofSV+
b ( ]a,b],L(X,Y′′)), it follows that the isome-

try is onto.

Now, let us denote bySV+
∫

b ([a,b],L(X,Ẏ)) be the set of allα ∈ SV+
∫

b ( ]a,b],L(X,Ẏ))
such thatα(a+) = α(a) instead ofα(a) ∈ L(X,Y). The next two results are respectively
Theorems 1.5 and 1.6 from [11].
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Theorem 2.9. The mapping

α ∈ SV+
∫

b ([a,b],L(X,Ẏ)) 7→ Fα ∈ L(Ca([a,b],X),Y)

is an isometry of the first Banach space onto the second.

Proof. At first, we will prove that the mapping is one-to-one. Letα be such thatFα f = 0,
for every f ∈Ca([a,b],X). Then for everyt ∈ [a,b], x∈ X andy∈Y, we have

0 = 〈Fα(gt,x),y〉=−
∫ t

a
〈α(s)x,y〉ds.

Henceα = 0, since by hypothesisα(s+) = α(s), for everys∈ [a,b[.
Now we will prove that the mapping is onto. Givenα ∈ SV+

∫
b (]a,b],L(X,Ẏ)), let us

defineαa(a) = α(a+) andαa(t) = α(t), if a < t ≤ b. Thenαa ∈ SV+
∫

b ([a,b],L(X,Ẏ)),
sinceαa(a+) = αa(a). Also, for everyf ∈Ca([a,b],X), we haveFαa( f ) = Fα( f ).

The isometry follows from Theorem 2.8.

The notation below is going to be used in the next theorem.
Given a functionα : [c,d]× [a,b]→ L(X,Y′′), we writeαt(s) = αs(t) = α(t,s) and we

consider the following properties:

(Cσ): For a≤ s≤ b andx∈ X, the functiont ∈ [c,d] 7→ αs(t)x∈Y is continuous,

(C̃σ): Fora < s≤ b andx∈ X, the functiont ∈ [c,d] 7→
∫ s

a α(t,σ)xdσ ∈Y is contin-
uous, and forx∈ X (ands= a), the functiont ∈ [c,d] 7→ αa(t)x∈Y is continuous,

(SVu): For t ∈ [c,d], αt ∈ SV([a,b],L(X,Y)) andSVu(αt) := sup
c≤t≤d

SV(αt) < ∞. If

moreoverα(t,b) = 0 for all t ∈ [c,d], then we write (SVu
b ) instead of (SVu).

(SV+
∫

u
b ): For t ∈ [c,d], αt ∈SV+

∫
b ([a,b],L(X,Ẏ)) andSVu(α) := sup

c≤t≤d
SV(αt) < ∞.

We write α ∈ CσSVu([c,d]× [a,b],L(X,Y)) if α satisfies (Cσ) and (SVu). Analo-
gously, α ∈ C̃σSVu

b ([c,d]× [a,b],L(X,Y)) if α satisfies (̃Cσ) and (SVu
b ). We write α ∈

C̃σSV+
∫

u
b ([c,d]× [a,b],L(X,Ẏ)) if α satisfies (̃Cσ) and (SV+

∫
u

b ).
The next theorem is borrowed from [11], Theorem 1.6.

Theorem 2.10.The mapping

α ∈ C̃σSV+
∫

u
b ([c,d]× [a,b],L(X,Ẏ)) 7→ Fα ∈ L(C([a,b],X),C([c,d],Y)),

where(Fα f )(t) =
∫ b

a dsα(t,s) f (s), c≤ t ≤ d, is an isometry (i.e.,‖Fα‖ = SVu(α)) of the
first Banach space onto the second. Besides

∫ s
a α(t,σ)xdσ = −Fα(gs,x)(t), a≤ s≤ b and

α(t,a)x =−Fα(χ[a,b]x)(t).
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Proof. By [13], Theorem I.5.10 and the remark that follows it ([13], p. 49-52), specialized
for the Riemann-Stieltjes integral, the mapping

α ∈ C̃σSVu
b ([c,d]× [a,b],L(X,Y)) 7→ Fα ∈ L(Ca([a,b],X),C([c,d],Y))

is an isometry. Reciprocally, givenF ∈ L(Ca([a,b],X),C([c,d],Y)) andt ∈ [c,d], Theorem
2.9 implies the continuous mappingf ∈C([a,b],X) 7→ (F f )(t) ∈Y can be represented by

anαt ∈ SV+
∫

b ([a,b],L(X,Ẏ)). The proof is complete.

We call any subsetA⊂ X relatively compactif the closure ofA in X is compact. We
denote byK (X,Y) the subspace of compact linear operators inL(X,Y). In particular,
we writeK (X) = K (X,X). We conclude this section of auxiliary results mentioning the
Fredholm Alternative for the Riemann-Siteltjes integral. For a proof of it, see [12] or [3],
Theorems 2.4 and 2.5.

Theorem 2.11.Suppose K∈Cσ (SVa)
u([a,b]× [a,b] ,L(X)). Given t∈ [a,b], let

K (t,s0)
∗ x′ = lim

s↓s0

K (t,s)∗ x′

for every s0 ∈ ]a,b[ and every x′ ∈ X′. Suppose the mapping

K♦ : t ∈ [a,b] 7→ K♦ (t) = Kt ∈ SVa([a,b] ,L(X))

belongs to C([a,b] ,SVa([a,b] ,K (X))). Givenλ∈R, λ 6= 0, consider the integral equations

λx(t)−
∫ b

a
dsK (t,s)x(s) = f (t) , t ∈ [a,b] , (4)

λu(t)−
∫ b

a
dsK (t,s)u(s) = 0, t ∈ [a,b] , (5)

λy(s)−
∫ b

a
K (t,s)∗dy(t) = g(s) , s∈ [a,b] , (6)

λz(s)−
∫ b

a
K (t,s)∗dz(t) = 0, s∈ [a,b] . (7)

Then the Fredholm Alternative holds for these equations, that is,

(i) either for every f∈C([a,b] ,X), equation (4) has exactly one solution and the same
applies to equation (6),

(ii) or equation (5) has non-trivial solutions and the same applies to equation (7).

If (ii) holds, then equation (4) (respectively equation(6)) admits a solution if and only
if

∫ b
a f (t)dz(t) = 0 for every solution z of equation (7) (respectively

∫ b
a u(t)dg(t) = 0 for

every solution u of equation (5)) and the space of solutions of(5) has finite dimension equal
to that of the space of solutions of(7) which equals the codimension of(λI−FK)C([a,b],X)
in C([a,b],X) and the codimension of(λI − (FK)∗)BV+

b ([a,b],X′) in BV+
b ([a,b],X′).
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3. Gauge Integrals in Banach Spaces

3.1. Definitions and Terminology

In this section, we consider functionsα : [a,b]→ L(X,Y) and f : [a,b]→ X.
We say thatα is Kurzweil f-integrable(or Kurzweil integrable with respect to f), if

there existsI ∈Y such that for everyε > 0, there is a gaugeδ of [a,b] such that for every
δ-fined = (ξi , ti) ∈ TD[a,b],∥∥∥∥∥ |d|∑

i=1

α(ξi) [ f (ti)− f (ti−1)]− I

∥∥∥∥∥< ε.

In this case, we writeI = (K)
∫ b

a α(t)d f (t) andα ∈ K f ([a,b] ,L(X,Y)).
Analogously, we say thatf is Kurzweilα−integrable(or Kurzweil integrable with re-

spect toα), if there existsI ∈ Y such that givenε > 0, there is a gaugeδ of [a,b] such
that ∥∥∥∥∥ |d|∑

i=1

[α(ti)−α(ti−1)] f (ξi)− I

∥∥∥∥∥< ε,

wheneverd = (ξi , ti) ∈ TD[a,b] is δ-fine. In this case, we writeI = (K)
∫ b

a dα(t) f (t) and
f ∈ Kα ([a,b] ,X).

If the gaugeδ in the definition ofα∈K f ([a,b] ,L(X,Y)) is a constant function, then we
obtain the Riemann-Stieltjes integral

∫ b
a α(t)d f (t) and we writeα ∈ Rf ([a,b] ,L(X,Y)).

Similarly, when we consider only constant gaugesδ in the definition of f ∈ Kα ([a,b] ,X),
we obtain the Riemann-Stieltjes integral

∫ b
a dα(t) f (t) and we writef ∈ Rα ([a,b] ,X).

The vector integral of Henstock is more restrictive than that of Kurzweil in a general
Banach space context. We define it in the sequel.

We say thatα is Henstock f-integrable(or Henstock variationally integrable with re-
spect to f), if there exists a functionAf : [a,b]→Y (called theassociate functionof α) such
that for everyε > 0, there is a gaugeδ of [a,b] such that for everyδ-fined = (ξi , ti)∈TD[a,b],

|d|

∑
i=1

∥∥α(ξi) [ f (ti)− f (ti−1)]− [Af (ti)−Af (ti−1)]
∥∥< ε.

We writeα ∈ H f ([a,b] ,L(X,Y)) in this case.
In an analogous way we define the Henstockα-integrability of f : [a,b] → X and we

write f ∈ Hα ([a,b] ,X) in this case (see [6]).
Clearly H f ([a,b] ,L(X,Y)) ⊂ K f ([a,b] ,L(X,Y)) and Hα ([a,b] ,X) ⊂ Kα ([a,b] ,X).

If we identify the isomorphic spacesL(R,R) and R, then all the spaces
K f ([a,b] ,L(R)), K f ([a,b] ,R), H f ([a,b] ,L(R)) andH f ([a,b] ,R) can also be identified,
sinceK f ([a,b] ,R) = H f ([a,b] ,R) (see, for instance, [16], for a proof of this fact).

Given f : [a,b] → X andα ∈ K f ([a,b] ,L(X,Y)), we define the indefinite integral̃α f :
[a,b]→Y of α with respect tof by

α̃ f (t) = (K)
∫ t

a
α(s)d f (s) , t ∈ [a,b] .
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If in addition α ∈ H f ([a,b] ,L(X,Y)), thenα̃ f (t) = Af (t)−Af (a) for everyt ∈ [a,b].
In an analogous way, givenα : [a,b] → L(X,Y), we define the indefinite integral̃f α :

[a,b]→Y of f with respect toα by

f̃ α (t) = (K)
∫ t

a
dα(s) f (s) , t ∈ [a,b] ,

for every f ∈ Kα ([a,b] ,X).
In particular, whenα(t) = t, then instead ofKα ([a,b] ,X), Rα ([a,b] ,X), Hα ([a,b] ,X)

and f̃ α we write, respectively,K ([a,b] ,X), R([a,b] ,X), H ([a,b] ,X) and f̃ , that is, f̃ (t) =
(K)

∫ t
a f (s)ds, for everyt ∈ [a,b].

We proceed so as to define the equivalence classes of Kurzweil and of Henstock inte-
grable functions.

Let mdenote the Lebesgue measure. A functionf : [a,b]→ X satisfies theStrong Lusin
Conditionand we writef ∈ SL([a,b] ,X) if given ε > 0 andB⊂ [a,b] with m(B) = 0, there
is a gaugeδ of B such that for everyδ-fine d = (ξi , ti) ∈ TPD[a,b] with ξi ∈ B for all i, we
have

|d|

∑
i=1

‖ f (ti)− f (ti−1)‖< ε.

If we denote byAC([a,b] ,X) the space of all absolutely continuous functions from[a,b]
to X, then we have

AC([a,b] ,X)⊂ SL([a,b] ,X)⊂C([a,b] ,X) .

In SL([a,b] ,X), we consider the usual supremum norm,‖ · ‖∞, induced fromC([a,b] ,X).
Given f ∈ SL([a,b] ,X) andα ∈ H f ([a,b] ,L(X,Y)), let β : [a,b] → L(X,Y) be such

that β = α m-almost everywhere. Thenβ ∈ H f ([a,b] ,L(X,Y)) and β̃ f (t) = α̃ f (t), for
everyt ∈ [a,b]. See [6] (the corollary after Theorem 5 there) for a proof of this fact. An
analogous result holds when we replaceH f ([a,b] ,L(X,Y)) by K f ([a,b] ,L(X,Y)).

Supposef ∈ SL([a,b] ,X). Two functionsβ,α ∈ K f ([a,b] ,L(X,Y)) are calledequiv-

alent if and only if β̃ f = α̃ f . We denote byK f ([a,b] ,L(X,Y)) andH f ([a,b] ,L(X,Y))
respectively the spaces of all equivalence classes of functions ofK f ([a,b] ,L(X,Y)) and of
H f ([a,b] ,L(X,Y)) and we endow these spaces with theAlexiewicz norm

‖α‖A, f = sup

{∥∥∥∥(K)
∫ t

a
α(s)d f (s)

∥∥∥∥ ; t ∈ [a,b]
}

=
∥∥α̃ f

∥∥
∞ ,

where we recall that‖ · ‖∞ is the usual supremum norm.

3.2. Some Properties

In this section, me mention several properties of the gauge integrals of Kurzweil and of
Henstock. As it should be expected, both Kurzweil and Henstock vector integrals are linear,
additive over non-overlapping intervals and invariant with respect to changes on sets of
Lebesgue measure zero.

The result that follows is known as the Saks-Henstock Lemma and it is useful in many
situations. For a proof of it, see [17], Proposition 16, for instance. A similar lemma also
holds if we replaceK f ([a,b] ,L(X,Y)) by Rf ([a,b] ,L(X,Y)).
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Lemma 3.1 (Saks-Henstock Lemma).Given f : [a,b] → X, let α ∈ K f ([a,b] ,L(X,Y))
that is, for everyε > 0, there is a gaugeδ of [a,b] such that∥∥∥∥∥ |d|∑

i=1

α(ξi) [ f (ti)− f (ti−1)]− (K)
∫ b

a
α(t)d f (t)

∥∥∥∥∥< ε,

whenever d= (ξi , ti) ∈ TD[a,b] is δ-fine. Then for everyδ-fine d′ = (ζ j ,sj) ∈ TPD[a,b],∥∥∥∥∥ |d
′|

∑
j=1

{
(K)

∫ sj

sj−1

α(t)d f (t)−α(ζ j) [ f (sj)− f (sj−1)]
}∥∥∥∥∥< ε.

The next result is the Fundamental Theorem of Calculus for the Henstock integral. The
proof follows standard steps (see [16], p. 43, for instance) adapted to Banach space-valued
functions.

Theorem 3.1 (Fundamental Theorem of Calculus).If F ∈C([a,b] ,X) and there exists
the derivative F′ (t) = f (t), for every t∈ [a,b], then f∈ H ([a,b] ,X) and

(K)
∫ t

a
f (s)ds= F (t)−F (a) , t ∈ [a,b] .

The next two versions of the Fundamental Theorem of Calculus for Henstock vector
integrals can be found in [6], respectively Theorems 1 and 2 there.

Theorem 3.2. If f ∈ SL([a,b] ,X) and A∈ SL([a,b] ,Y) are both differentiable andα :
[a,b] → L(X,Y) is such that A′ (t) = α(t) f ′ (t) for m-almost every t∈ [a,b], then α ∈
H f ([a,b] ,L(X,Y)) and A= α̃ f .

Theorem 3.3. If f ∈ SL([a,b] ,X) is differentiable andα ∈H f ([a,b] ,L(X,Y)) is bounded,
thenα̃ f ∈ SL([a,b] ,Y) and there exists the derivative(α̃ f )

′ (t) = α(t) f ′ (t) for m-almost
every t∈ [a,b].

Corollary 3.1. Suppose f∈ SL([a,b] ,X) is differentiable and non-constant on any non-
degenerate subinterval of[a,b] andα ∈ H f ([a,b] ,L(X,Y)) is bounded and such that̃α f =
0. Thenα = 0 m-almost everywhere.

The next result is a particular case of [7], Theorem 2.2.

Theorem 3.4. If f ∈C([a,b] ,X) andα ∈ K f ([a,b] ,L(X,Y)), thenα̃ f ∈C([a,b] ,Y).

For the Henstock vector integral we have the following analogue of Theorem 3.4. A
proof of this result can be found in [6], Theorem 7.

Theorem 3.5. If f ∈ SL([a,b] ,X) andα ∈ H f ([a,b] ,L(X,Y)), thenα̃ f ∈ SL([a,b] ,Y).

The next result follows from Theorem 3.5. A proof of it can be found in [5], Theorem
5.
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Theorem 3.6. Suppose f∈ SL([a,b] ,X) is non-constant on any non-degenerate subinter-
val of [a,b]. Then the mapping

α ∈ H f ([a,b] ,L(X,Y)) 7→ α̃ f ∈Ca([a,b] ,X)

is an isometry (i.e.,
∥∥α̃ f

∥∥
∞ = ‖α‖A, f ) onto a dense subspace of Ca([a,b] ,X).

The next result gives us a substitution formula for Kurzweil vector integrals. It also
holds for the Riemann-Stieltjes integral instead. For a proof of it, see [4], Theorem 11.

Theorem 3.7. Let α ∈ SV([a,b] ,L(X,Y)), f : [a,b] → Z, β ∈ K f ([a,b] ,L(Z,X)) and
g(t) = β̃ f (t) =

∫ t
a β(s)d f(s), t ∈ [a,b]. Thenα ∈ Kg([a,b],L(X,Y) if and only if αβ ∈

K f ([a,b] ,L(Z,Y)). In this case, we have

(K)
∫ b

a
α(t)β(t) d f (t) =

∫ b

a
α(t)dg(t) =

∫ b

a
α(t)d

[∫ t

a
β(s)d f(s)

]
(8)

and ∥∥∥∥(K)
∫ b

a
α(t)β(t) d f (t)

∥∥∥∥≤ [SV(α)+‖α(a)‖]‖β‖A, f . (9)

Using Theorems 3.4 and 2.3, we have the next corollary whose proof can be found in
[4], Corollary 8.

Corollary 3.2. If α ∈ SV([a,b] ,L(X,Y)), f ∈ C([a,b] ,W), β ∈ K f ([a,b] ,L(W,X)) and
g(t) = β̃ f (t) =

∫ t
a β(s)d f(s), t ∈ [a,b], thenαβ ∈ K f ([a,b] ,L(W,Y)) and (8) and (9) hold.

By E ([a,b] ,L(X,Y)) we mean the space of all step functions from[a,b] to L(X,Y),
that is, α [a,b] → L(X,Y) belongs toE ([a,b] ,L(X,Y)) if and only if there is a division

d = (ti) ∈ D[a,b] and there are numbersα1,α2, . . . ,α|d| such thatα(t) = ∑|d|
i=1 αiχ[ti−1,ti [(t),

for everyt ∈ [a,b[.
For a proof of the next proposition, see [5], Theorem 8.

Proposition 3.1. Let f ∈ SL([a,b],X) be differentiable and non-constant on any non-
degenerate subinterval of[a,b]. Then the spaces C([a,b] ,L(X,Y)) and E([a,b] ,L(X,Y))
are dense inK f ([a,b] ,L(X,Y)) in the Alexiewicz norm‖·‖A, f .

4. Auxiliary Results

In this section we prove auxiliary results concerning vector gauge integrals which will be
useful in the next section. We start by giving a representation theorem which says that the
elements ofKg([a,b],L(R,X))′ can be represented by functions of bounded variation which
are continuous to the right.

Theorem 4.1. Given g∈ SL([a,b],R) differentiable and non-constant in any non-
degenerate subinterval of[a,b], then the mapping

α ∈ BV+
b ([a,b],X′) 7→ Hα,g ∈ Kg([a,b],L(R,X))′,

where Hα,g( f ) = (K)
∫ b

a α(s) f (s)dg(s), is an isometry (i.e.,‖Hα,g‖ = V(α)) onto and, for
every t∈ [a,b] and every x∈ L(R,X), we have

∫ t
a α(s)xdg(s) = Hα,g(χ[a,t]x).
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Proof. The mapping is clearly linear.
We assert that the mapping is one-to-one. Indeed. Givenρ ∈ [a,b] andx∈ L(R,X), we

define a functionfρ,x : [a,b]→ L(R,X) by fρ,x(s) = x if s∈ ]a,ρ], and by fρ,x(s) = 0 other-
wise. Then Theorem 2.3 impliesfρ,x∈Rg([a,b],L(R,X)). AlsoHα,g( fρ,x) =

∫ ρ
a α(s)xdg(s).

Since for eachx ∈ L(R,X), the function α(·)x : [a,b] → L(R) is such thatα(·)x ∈
Rg([a,b],L(R)) ⊂ Kg([a,b],L(R)) = Hg([a,b],L(R)), then by the Fundamental Theorem
of Calculus (Theorem 3.2), there existsdρ

(
(K)

∫ ρ
a α(s)xdg(s)

)
= α(ρ)xg′(ρ) for m-almost

everyρ ∈ [a,b].
If α 6= 0, then there existρ∈ [a,b] andx∈ L(R,X) such thatα(ρ)x 6= 0. Besides, we can

suppose without loss of generality thatg′(ρ) 6= 0 by the invariance of the integral over sets of
Lebesgue measure zero. Indeed. From [6], we have(K)

∫ ρ
a α(s)xdg(s) = (K)

∫ ρ
a α(s)xg′(s),

for every ρ ∈ [a,b]. In fact the integral above is in the Riemann-Stieltjes sense. There-

fore we have, in particular,
∫ ρ

a α(s)xdg(s) =
∫ ρ

a α(s)xg′(s) and hencedρ

(∫ ρ
a α(s)xdg(s)

)
=

α(ρ)xg′(ρ) 6= 0. ThusHα,g( fρ,x) =
∫ ρ

a α(s)xdg(s) is non-constant and henceHα,g( fρ,x) 6= 0
and the mapping is one-to-one.

SinceSV([a,b],L(X,R)) = BV([a,b],X′), it follows from Corollary 3.2 that‖Hα,g‖ ≤
V(α).

Let f ∈ Kg([a,b],L(R,X)) andH ∈ Kg([a,b],L(R,X))′ and defineĤ( f̃g) = −H( f ).
By Theorem 3.6, there is a unique continuous extension ofĤ to Ca([a,b],X) which we
still denote byĤ. This new operator,̂H, belongs toCa([a,b],X)′. If α representŝH, then
Theorem 2.9 implieŝH( f̃g) =

∫ b
a dα(s) f̃g(s) and‖Ĥ‖= V(α). Moreover

H( f ) =−Ĥ( f̃g) =−
∫ b

a
α(s)d f̃g(s) =

∫ b

a
dα(s) f̃g(s) = (K)

∫ b

a
α(s) f (s)dg(s),

where we applied Theorem 2.3 and Corollary 3.2 to obtain respectively the last two equali-
ties. Since by definition‖ f‖g = ‖ f̃g‖, then‖H‖= ‖Ĥ‖= V(α) and the result follows.

Let g ∈ SL([a,b],Z). Given a functionα : [c,d]× [a,b] → L(X,Y′′), if α satisfies the

properties (̃Cσ
g ) and (SV+

∫
u

b ), where

(C̃σ
g ): Fora< s≤ b andx∈ L(Z,X), the functiont ∈ [c,d] 7→

∫ s
a α(t,σ)xdg(σ)∈Y is

continuous, and forx∈ L(Z,X) (ands= a), the functiont ∈ [c,d] 7→α(t,a)xg′(a)∈Y
is continuous,

and, as before,

(SV+
∫

u
b ): For t ∈ [c,d], αt ∈SV+

∫
b ([a,b],L(X,Ẏ)) andSVu(α) := sup

c≤t≤d
SV(αt) < ∞,

then we writeα ∈ C̃σ
g SV+

∫
u

b ([c,d]× [a,b],L(X,Ẏ)). If, in addition, we consider only

functions of bounded variation in property (SV+
∫

u
b ), then we writeα ∈ C̃σ

g BV+
∫

u
b ([c,d]×

[a,b],L(X,Ẏ)) instead ofα ∈ C̃σ
g SV+

∫
u

b ([c,d]× [a,b],L(X,Ẏ)).

Notice that in the particular case whenY = R, the spacesC̃σ
g BV+

∫
u

b ([c,d] ×
[a,b],L(X,Ẏ)) andC̃σ

g BVu
b ([c,d]× [a,b],L(X,Y′′)) can be identified and then we write sim-

ply C̃σ
g BVu

b ([c,d]× [a,b],X′).
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The proof of the next result follows the steps of the proof of Theorem 4.1. However
instead of Theorem 2.9, one should apply Theorem 2.10.

Theorem 4.2. Let g ∈ SL([a,b],R) be differentiable and non-constant in any non-
degenerate subinterval of[a,b]. Then the mapping

α ∈ C̃σ
g BV+u

b ([c,d]× [a,b],X′) 7→ Hα,g ∈ L(Kg([a,b],L(R,X)),C([c,d],R)),

where (Hα,g(β))(t) = (K)
∫ b

a α(t,s)β(s)dg(s) for each t∈ [c,d], is an isometry (i.e.,
‖Hα,g‖ = V(α)) onto and, for every s∈ [a,b], every t∈ [a,b] and every x∈ L(R,X), we
have

∫ s
a α(t,σ)xdg(σ) = (Hα,g(χ[a,s]x))(t).

Using Proposition 3.1, the next result follows easily.

Corollary 4.1. Under the hypotheses of Theorem 4.2, for every s∈ [a,b], every t∈ [a,b]
and everyβ ∈ Kg([a,b],L(R,X)), we have

∫ s
a α(t,σ)β(σ)dg(σ) = (Hα,g(χ[a,s]β))(t).

Let g ∈ SL(a,b],R). We say that an operatorH ∈ L(Kg([a,b],L(R)),C([a,b],R)) is
causalif given f ∈ Kg([a,b],L(R)) ∼= Kg([a,b],R) and t ∈ [a,b], then f |[a,t] = 0 implies
H( f )|[a,t] = 0, whereh|A denotes the restriction of a functionh to a subsetA of its domain.

We proceed as to show that in fact the isometry in Theorem 4.2 is onto over the space
of causal operators, providedα(t,s) = 0 for s> t. We need the next lemma.

Lemma 4.1. Let α ∈ C̃σ
g SV+

∫
u

b ([a,b]× [a,b],L(X,Ẏ)), g∈ SL([a,b],Z) be differentiable
and non-constant in any non-degenerate subinterval of[a,b], andβ ∈ Kg([a,b],L(Z,X)).
Then the mapping

t ∈ [a,b] 7→ (K)
∫ t

a
α(t,s)β(s)dg(s) ∈Y

is continuous.

Proof. SinceE([a,b],L(Z,X)) is ‖ · ‖g-dense inKg([a,b],L(Z,X)) by Proposition 3.1, it is
enough to prove the result for every step functionβ : [a,b]→ L(Z,X).

Let x∈ L(Z,X). We assert that the mapping

t ∈ [a,b] 7→ (K)
∫ t

a
α(t,s)xdg(s) ∈Y

is continuous. Indeed. Givenε > 0 andρ > 0, we have

(K)
∫ t+ρ

a
α(t +ρ,s)xdg(s) = (K)

∫ t

a
α(t +ρ,s)xdg(s)+(K)

∫ t+ρ

t
α(t +ρ,s)xdg(s),

where(K)
∫ t

a α(t +ρ,s)xdg(s) converges to(K)
∫ t

a α(t,s)xdg(s) asρ→ 0 by condition (̃Cσ
g )

for α.
Let δ be the gauge of[a,b] from the definition of(K)

∫ b
a α(t,s)xdg(s) and suppose

(ξ, [t, t +ρ]) ∈ TPD[a,b] is δ-fine (that is,ξ ∈ [t, t +ρ] andρ < δ(ξ)). Then∥∥∥∥(K)
∫ t+ρ

t
α(t +ρ,s)xdg(s)

∥∥∥∥≤
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≤
∥∥∥∥(K)

∫ t+ρ

t
α(t +ρ,s)xdg(s)−α(t +ρ,ξ)x[g(t +ρ)−g(t)]

∥∥∥∥+

+‖α(t +ρ,ξ)x[g(t +ρ)−g(t)]‖< ε+SVu(α)‖x‖‖g(t +ρ)−g(t)‖,

where we applied the Saks-Henstock Lemma (Lemma 3.1) to the first summand. Then from
the continuity ofg, the mapping

t ∈ [a,b] 7→ (K)
∫ t

a
α(t,s)xdg(s) ∈Y

is right continuous and, in an analogous way, one can prove the left continuity.

Theorem 4.3. Let α : [a,b]× [a,b] → L(R) be such thatα(t,s) = 0, for all s > t, and let
g ∈ SL([a,b],R) be differentiable and non-constant in any non-degenerate subinterval of
[a,b]. Then the mapping

α ∈ C̃σ
g BV+u

b ([a,b]× [a,b],L(R)) 7→ Hα,g ∈ L(Kg([a,b],L(R)),C([a,b],R)),

where (Hα,g( f ))(t) = (K)
∫ b

a α(t,s) f (s)dg(s) for each t∈ [c,d], is an isometry (i.e.,
‖Hα,g‖= V(α)) onto the subspace of causal operators.

Proof. By Theorem 4.2, it is enough to show that the mapping is onto.
If α : [a,b]× [a,b]→ L(R) satisfies (̃Cσ

g ) and (SV+
∫

u
b ) and moreoverα(t,s) = 0, for all

s> t, then Lemma 4.1 impliesHα,g is causal.
Reciprocally ifH ∈ L(Kg([a,b],L(R)),C([a,b],R)) is causal, then Theorem 4.2 implies

there is a uniqueα ∈ C̃σ
g BV+

∫
u

b ([a,b]× [a,b],L(R)) such thatH = Hα,g. From the causal-

ity of H = Hα,g, we have 0=
(
Hα,g(χ[t,b]x)

)
(t) =

∫ b
t α(t,σ)xdg(σ), for all t ∈ [a,b] and

x∈ L(R). Besidesαt(·)x∈ Rg([a,b],L(R)) ⊂ Kg([a,b],L(R)) = Hg([a,b],L(R)) and then
Corollary 3.1 impliesα(t,s) = 0, for all s> t.

The next lemma will be employed in the proof of the theorem following it. For a proof
of the lemma, see [9] for instance.

Lemma 4.2 (Straddle Lemma).Suppose f,F : [a,b]→ X are such that F′ (ξ) = f (ξ), for
all ξ ∈ [a,b]. Then givenε > 0, there existsδ(ξ) > 0 such that

‖F (t)−F (s)− f (ξ)(t−s)‖< ε(t−s) ,

wheneverξ−δ(ξ) < s< ξ < t < ξ+δ(ξ).

Wheng(s) = s, Theorem 4.4 below is, in fact, a particular case of [3], Theorems 3.6 and
3.7. The proof we give here is merely an adaptation of those theorems in [3] so that we can
obtain results concerning integral equations of Stieltjes-type characterized by the presence
of a functiong (in equations (1) and (2), for instance).

Theorem 4.4. Let α ∈ C̃σ
g BV+u

b ([c,d]× [a,b],X′), g∈ SL([a,b],R) be differentiable and
non-constant in any non-degenerate subinterval of[a,b], and Kg : [c,d]× [a,b] → X′ be
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such that Kg(t,s)x =
∫ s

a α(t,σ)xdg(σ), for each x∈ L(R,X). Then Kg ∈ C̃σSV+u
b ([a,b]×

[a,b],X′). Besides, we have∫ b

a
dsKg(t,s)β(s) =

∫ b

a
α(t,s)β(s)dg(s)

for every functionβ ∈C([a,b],L(R,X)) and all t ∈ [c,d]. Suppose, in addition, thatαt ∈
SV([a,b],K (X,R)), for every t∈ [c,d]. Then the mapping

K�
g : t ∈ [c,d] 7→ Kg(t, ·) ∈ SVa([a,b],X′)

is continuous.

Proof. Sinceα fulfills condition (C̃σ
g ), thenKg(·,s) fulfills condition (Cσ), for eachs∈ [a,b].

Let x∈ L(R,X) andd = (si) ∈ D[a,b]. Then∥∥∥∥∥ |d|∑
i=1

[
Kt

g(si)−Kt
g(si−1)

]
x

∥∥∥∥∥=

∥∥∥∥∥ |d|∑
i=1

[∫ si

si−1

α(t,ρ)xdg(ρ)
]∥∥∥∥∥=

∥∥∥∥∫ b

a
α(t,ρ)xdg(ρ)

∥∥∥∥≤
≤V(αt)‖x‖‖g(b)−g(a)‖

and henceKt
g = Kg(t, ·) ∈ SV([a,b],X′), for eacht ∈ [c,d].

Note that, for everyt ∈ [c,d] and everyx∈ L(R,X), the functionKg(t, ·)x is continuous
on [a,b], since it is an indefinite integral (see Theorem 3.4).

We assert thatK�
g ∈C([c,d],SVa([a,b],X′)). Indeed. Lett0 ∈ [c,d] andd = (si) ∈D[a,b].

Then

∥∥Kt
g−Kt0

g

∥∥= SV
(
Kt

g−Kt0
g

)
= sup

d,‖x‖≤1

∥∥∥∥∥ |d|∑
i=1

[(
Kt

g−Kt0
g

)
(si)−

(
Kt

g−Kt0
g

)
(si−1)

]
x

∥∥∥∥∥=

= sup
d,‖x‖≤1

∥∥∥∥∥ |d|∑
i=1

[∫ si

si−1

α(t,ρ)xdg(ρ)−
∫ si

si−1

α(t0,ρ)xdg(ρ)
]∥∥∥∥∥=

= sup
d,‖x‖≤1

∥∥∥∥∫ b

a
α(t,ρ)xdg(ρ)−

∫ b

a
α(t0,ρ)xdg(ρ)

∥∥∥∥= sup
d,‖x‖≤1

‖Kg(t,b)x−Kg(t0,b)x‖

which tends to zero ast → t0, sinceKg(·,s) ∈ Cσ([c,d],X′), for eachs∈ [a,b] and, in
particular,Kg(·,b) ∈Cσ([c,d],X′).

Let β ∈C([a,b],L(R,X)), t ∈ [c,d] andγ = β̃g. In accordance with Theorem 3.1 and
Corollary 3.7,αtβ ∈ Kg([a,b],L(R)) and

(K)
∫ b

a
αt(s)β(s)dg(s) =

∫ b

a
αt(s)dγ(s) =−

∫ b

a
ds
(
αt(s)

)
γ(s), (10)

where we applied Theorem 2.3 to obtain the last equality. SinceKg(t,s)x =
∫ s

a αt(ρ)xdg(ρ)
with Kg(t, ·) ∈ SV([a,b],X′) for eacht ∈ [c,d], then Theorem 2.3 implies the Riemann-
Stieltjes integral

∫ b
a dsKg(t,s)β(s) exists for eacht ∈ [c,d] and eachβ ∈C([a,b],L(R,X)).
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We also assert that∫ b

a
dsKg(t,s)β(s) = (K)

∫ b

a
αt(s)β(s)dg(s), (11)

for everyt ∈ [c,d] and everyβ ∈C([a,b],L(R,X)). Indeed. It is enough to prove that (11)
holds whenβ is a step function. Hence we need to show that for everyt ∈ [c,d] and every
x∈ L(R,X), ∫ b

a
dsKg(t,s)x = (K)

∫ b

a
αt(s)xdg(s). (12)

Sinceαt(·)x∈Rg([a,b],L(R)) by Theorem 2.3 andRg([a,b],L(R))⊂Kg([a,b],L(R)) =
Hg([a,b],L(R)), it follows from the Fundamental Theorem of Calculus (Theorem 3.3) that
there existsds(

∫ s
a αt(ρ)xdg(ρ)) = αt(s)xg′(s) m-almost everywhere on[a,b]. Therefore

givent ∈ [c,d] andx∈ L(R,X), we havedsKg(t,s)x= ds(Kg(t,s)x) = ds(
∫ s

a αt(ρ)xdg(ρ)) =
αt(s)xg′(s) for m-almost everys∈ [a,b]. Then from the invariance of the integral over sets
of m-measure zero, we obtain∫ b

a
dsKg(t,s)x = (K)

∫ b

a
αt(s)xg′(s)ds. (13)

Now we will prove that
∫ b

a αt(s)xg′(s)ds=
∫ b

a αt(s)xdg(s) which, together with (13),
implies (12). Givenε > 0, t ∈ [c,d] and x ∈ L(R,X), let δ1 and δ2 be constant gauges
of [a,b] from the definitions of

∫ b
a αt(s)xdg(s) and

∫ b
a αt(s)xg′(s)ds respectively. Given

ξ ∈ [a,b], let δ3(ξ) > 0 be such that

|g(v)−g(s)−g′(ξ)(v−s)|< ε(v−s) (14)

wheneverξ−δ3(ξ) < s< ξ < v< ξ+δ3(ξ) (see Lemma 4.2) and letδ(ξ) = min{δi(ξ); i =
1,2,3}. Then for everyδ-fined = (ξi ,si) ∈ TD[a,b], we have∥∥∥∥∫ b

a
αt(s)xdg(s)−

∫ b

a
αt(s)xg′(s)ds

∥∥∥∥≤
≤

∥∥∥∥∥
∫ b

a
αt(s)xdg(s)−

|d|

∑
i=1

αt(ξi)x[g(si)−g(si−1)]

∥∥∥∥∥+

+

∥∥∥∥∥ |d|∑
i=1

αt(ξi)x[g(si)−g(si−1)]−
|d|

∑
i=1

αt(ξi)xg′(ξi)(si −si−1)

∥∥∥∥∥+

+

∥∥∥∥∥ |d|∑
i=1

αt(ξi)xg′(ξi)(si −si−1)−
∫ b

a
αt(s)xg′(s)ds

∥∥∥∥∥<

< ε+
|d|

∑
i=1

V(αt)‖x‖|g(si)−g(si−1)−g(ξi)(si −si−1)|+ ε < 2ε+V(αt)‖x‖ε(b−a),

where we applied the integrability with respect tog of αt(·)x, the integrability ofαt(·)xg′(·)
and (14). The result follows easily.



A Fredholm-Type Theorem for Linear Integral Equations of Stieltjes Type 51

For a proof of the next theorem, see [12], Theorems 3.8 and 3.4.

Theorem 4.5. Let K∈CσSVu([a,b]× [a,b],L(X)). Suppose there is a division d= (si) ∈
D[a,b] such that

sup
{

SV[si−1,t](K
t); t ∈ [si−1,si ]

}
< 1, i = 1,2, . . . , |d|,

where SV[si−1,t](K
t) denotes the semi-variation of the function K(t, ·) in the interval[si−1, t].

Then the following properties are equivalent:

(i) for every t∈ [a,b[, the operator I−K(t+, t) is invertible, where I denotes the identity
in L(X);

(ii) for every h∈C([a,b],X), the mapping

y(t)−
∫ t

a
dsK(t,s)y(s) = h(t), t ∈ [a,b]

admits a unique solution yh ∈C([a,b],X).

Let K ∈ CσSVu([a,b]× [a,b],L(X)). We say that a functionR ∈ CσSVu([a,b]×
[a,b],L(X)) such thatR(t,s) = IX, for all s≥ t, is a resolvent ofK, wheneverR satisfies
the equation

R(t,s)− IX +
∫ t

s
dτK(t,τ)◦R(τ,s) = 0, a≤ s≤ t ≤ b.

The next result can be found in [2] or in [12], Theorem 3.9.

Theorem 4.6. Given K∈CσSVu([a,b]× [a,b],L(X)), it there is a division d= (si) ∈D[a,b]
such that

sup
{

SV[si−1,t](K
t); t ∈ [si−1,si ]

}
< 1, i = 1,2, . . . , |d|,

then K has resolvent given by the Neumann series.

Theorem 4.7 below and its proof are borrowed from [11], Theorem 3.1.

Theorem 4.7. Let E be a normed space and F be a Banach space such that F⊂ E with
continuous immersion. Let H∈ L(E,F) be such that for every f∈ E, the equation x−
Hx = f admits one and only one solution xf ∈ E. Then the mapping f∈ E 7→ xf ∈ E
is bicontinuous. If in addition the Neumann series I+ H + H2 + H3 + . . . = (I −H)−1

converges in L(F), then it also converges in L(E).

Proof. For everyg ∈ F , the equationy−Hy = g has one and only one solutionyg ∈ F
and the mappingg ∈ F 7→ yg ∈ F is bicontinuous. Indeed. SinceF ⊂ E, the equation
y−Hy = g with g∈ F has one and only one solution by hypothesis. But sinceH(E)⊂ F ,
we haveHyg ∈ F . Henceyg = Hyg + g ∈ F . On the other hand, the mappingy ∈ F 7→
g = y−Hy ∈ F is a continuous injection and therefore the closed graph theorem implies its
inverseg∈ F 7→ yg ∈ F is continuous.

The equationx−Hx = f , with x, f ∈ E, is equivalent to the equationy−Hy = g, with
g = H f andy = x− f . The mappingf ∈ E 7→ g = H f ∈ E is continuous. By the previous
paragraph, the mappingH f ∈F 7→ yH f ∈E is also continuous. Thus the composed mapping
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f ∈ E 7→ yH f ∈ E is continuous and so is the mappingf ∈ E 7→ yH f + f ∈ E. The first part
of the theorem follows fromyH f = xf − f , that is,xf = yH f + f .

It remains to show the second part. Let(I−H)−1 = I +H +H2+H3+ . . . be convergent
in L(F). SinceH ∈ L(E,F) and the immersionF ⊂ E is continuous, then the series is also
convergent inL(E). Also, if a Neumann series is convergent in someL(Z) (Z not necessarily
complete), then it converges to(I −H)−1.

5. The Fredholm Alternative for the Kurzweil-Henstock-
Stieltjes Integral

In this and the next section, we writẽCσ
g BV+u

b ([a,b]× [a,b],R) instead ofC̃σ
g BV+u

b ([a,b]×
[a,b],L(R)).

Theorem 5.1. Given g∈ SL([a,b],R) differentiable and non-constant in any non-
degenerate subinterval of[a,b] and H ∈ L(Kg([a,b],R),C([a,b],R)), let α ∈
C̃σ

g BV+u
b ([a,b]× [a,b],R) be the corresponding kernel by Theorem 4.2 (i.e., H= Hα,g).

Suppose H is such that for each f∈ Kg([a,b],R), the linear Fredholm-Stieltjes integral
equation in the sense of the Henstock-Kurzweil integral

x(t)− (K)
∫ b

a
α(t,s)x(s)dg(s) = f (t) , t ∈ [a,b] , (15)

(i.e., the equation x−H(x) = f ) admits a unique solution xf ∈ Kg([a,b],R). Then there
exists a unique kernelρ ∈ C̃σ

g BV+u
b ([a,b]× [a,b],R) and, for each f∈ Kg([a,b],R),

xf (t) = f (t)− (K)
∫ b

a
ρ(t,s) f (s)dg(s), t ∈ [a,b] .

Proof. This proof follows the steps of the proof of [11], Theorem 3.2 adapted to the Stieltjes
case.

If in Theorem 4.7 we takeE = Kg([a,b],R) andF = C([a,b],R), then(I −H)−1 ∈
L(Kg([a,b],R)). If we define I − R = (I − H)−1, then R = H(I − H)−1 belongs to
L(Kg([a,b],R),C([a,b],R)) and it can be represented by a kernelρ ∈ C̃σ

g BV+u
b ([a,b]×

[a,b],R) (by Theorem 4.2).

Theorem 5.2. Let g ∈ SL([a,b],R) be differentiable and non-constant in any non-
degenerate subinterval of[a,b], f ∈ Kg([a,b],R) andα ∈ C̃σ

g BV+u
b ([a,b]× [a,b],R). Con-

sider the linear integral Fredholm-Henstock-Kurzweil-Stieltjes integral

x(t)− (K)
∫ b

a
α(t,s)x(s)dg(s) = f (t) , t ∈ [a,b] , (16)

and its corresponding homogeneous equation

u(t)− (K)
∫ b

a
α(t,s)u(s)dg(s) = 0, t ∈ [a,b] . (17)
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Consider also the following integral equations

y(s)−
∫ s

a

[∫ b

a
α(t,σ)dy(t)

]
dg(σ) = w(s) , s∈ [a,b] , (18)

and

z(s)−
∫ s

a

[∫ b

a
α(t,σ)dz(t)

]
dg(σ) = 0, s∈ [a,b] . (19)

Then

(i) either for each f∈ Kg([a,b],R), equation (16) admits a unique solution xf ∈
Kg([a,b],R) given by

xf (t) = f (t)− (K)
∫

[a,b]
ρ(t,s) f (s)dg(s), t ∈ [a,b] ,

where the kernelρ ∈ C̃σ
g BV+u

b ([a,b]× [a,b],R) is uniquely determined, and for each
w∈C([a,b],R), equation(18)admits a unique solution yg ∈C([a,b],R);

(ii) or equation(17) admits non-trivial solutions in Kg([a,b],R). In this case, equation
(16)admits a solution if and only if for each solution z∈C([a,b],R) of (19),∫ b

a

[
(K)

∫ b

a
α(t,s) f (s)dg(s)

]
dz(t) = 0

(
resp.

∫ b

a

[
(K)

∫ b

a
α(t,s)u(s)dg(s)

]
dw(t) = 0

)
.

Analogously, equation(18) admits a solution if and only if for each solution u∈
Kg([a,b],R) of (17), we have∫ b

a

[
(K)

∫ b

a
α(t,s)u(s)dg(s)

]
dw(t) = 0.

Proof. Leth(t) = (K)
∫ b

a α(t,s) f (s)dg(s) andv= x− f . Thenv(t) = (K)
∫ b

a α(t,s)x(s)dg(s)
and, by Theorem 4.2,h,v∈C([a,b],R). Thus equation (16) is equivalent to the following
equation

y(t)− (K)
∫ b

a
α(t,s)y(s)dg(s) = h(t) , t ∈ [a,b] . (20)

Let Kg : [a,b]× [a,b]→ L(R) be such thatKg(t,s)x =
∫ s

a αt(σ)xdg(σ) for everyx∈ R.
According to Theorem 4.4,Kg satisfies conditions (̃Cσ) and (SVu

a ). Moreover the mapping

K�
g : t ∈ [a,b] 7→ Kg(t, ·) ∈ SVa([a,b],L(R))

is continuous and we have∫ b

a
dsKg(t,s)v(s) = (K)

∫ b

a
αt(s)v(s)dg(s).
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Therefore (20) is equivalent to

v(t)−
∫ b

a
dsKg(t,s)v(s) = h(t), t ∈ [a,b], (21)

and by the Fredholm Alternative for the Riemann-Stieltjes integral (Theorem 2.11), ei-
ther h ∈ C([a,b],R) and equation (21) admits one and only one solution which implies
that for eachf ∈ Kg([a,b],R), equation (16) admits a unique solution, or the homoge-
neous equation corresponding to (21) (respectively (16)) admits a non-trivial solution. In
the second case, the adjoint(Kg)∗ equalsKg. Then equation (16) (respectively equation
(18)) admits a solution (not necessarily inKg([a,b],R)) if and only if for each solution

z∈ C([a,b],R) of (19), we have
∫ b

a

[
(K)

∫ b
a α(t,s) f (s)dg(s)

]
dz(t) = 0 (respectively for

each solutionu∈ Kg([a,b],R) of (17), we have
∫ b

a

[
(K)

∫ b
a α(t,s)u(s)dg(s)

]
dw(t) = 0).

The missing part of assertion (i) follows easily from Theorem 5.1.

6. The Linear Integral Equation of Volterra-Henstock-
Kurzweil-Stieltjes

Theorem 6.1. Let g ∈ SL([a,b],R) be differentiable and non-constant in any non-
degenerate subinterval of[a,b], f ∈ Kg([a,b],R) and α ∈ C̃σ

g BV+u
b ([a,b]× [a,b],R) such

thatα(t,s) = 0, for s> t. Then the linear integral equation of Volterra-Stieltjes in the sense
of the Henstock-Kurzweil integral

x(t)− (K)
∫

[a,t]
α(t,s)x(s)dg(s) = f (t) , t ∈ [a,b] , (22)

admits one and only one solution xf ∈ Kg([a,b],R). Furthermore, the operator Hα,g ∈
L(Kg([a,b],R),C([a,b],R)) given by(Hα,g f )(t) = (K)

∫ b
a α(t,s) f (s)dg(s), for each t∈

[a,b], is causal as well as the bijection f7→ xf which can be written as

xf (t) = f (t)− (K)
∫ t

a
ρ(t,s) f (s)dg(s), t ∈ [a,b], (23)

whereρ ∈ C̃σ
g BV+u

b ([c,d]× [a,b],R) and ρ(t,s) = 0 for s > t, and the Neumann series
I −Hρ,g = I +Hα,g +(Hα,g)2 +(Hα,g)3 + . . . converges in L(Kg([a,b],R)).

Proof. Let y = x− f andh(t) = (K)
∫ b

a α(t,s) f (s)dg(s). Both functionsy andh are contin-
uous, sinceh = Hα,g(χ[a,t] f ) andy = Hα,g(χ[a,t]x) (see Corollary 4.1) withχ[a,t] f andχ[a,t]x
in Kg([a,b],R) andHα,g ∈ L(Kg([a,b],R),C([a,b],R)) (see Theorem 4.3). Then equation
(22) is equivalent to the following equation

y(t)− (K)
∫ t

a
α(t,s)y(s)dg(s) = h(t) , t ∈ [a,b] . (24)

Let Kg : [a,b]× [a,b] → R be such thatKg(t,s)x =
∫ s

t αt(σ)xdg(σ), for everyx ∈ R.
Then by Theorem 4.4, we have∫ t

a
dsKg(t,s)y(s) = (K)

∫ t

a
αt(s)y(s)dg(s).
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Thus equation (24) is equivalent to the following equation

y(t)−
∫ t

a
dsKg(t,s)y(s) = h(t) , t ∈ [a,b] . (25)

By Theorem 4.4,Kg ∈ CσBVu([a,b]× [a,b],R) and sinceα(t,s) = 0 for s > t, then
Kg(t,s) = 0 for s > t. Thus, according to Theorem 4.5, in order to prove that givenh ∈
C([a,b],R), equation (25) has one and only one solutionyh ∈C([a,b],R) and the operator
h 7→ yh is causal, it is enough to show that

(i) there exists a divisiond = (si)∈D[a,b] such that sup
{

SV[si−1,t]((Kg)t); t ∈ [si−1,si ]
}

<
1, i = 1,2, . . . , |d|.

(ii) for eacht ∈ [a,b[, the operatorI −Kg(t+, t) is invertible.

Proof of (ii). By the continuity ofg, givenξ ∈ [a,b] andε > 0 with ε < 1/2Vu(α), there
existsδ(ξ) > 0 such that|g(t)−g(ξ)|< ε, for all t ∈ [a,b] with 0 < |t−ξ|< δ(ξ)/2. Then

‖Kg(t +σ, t)x‖=
∥∥∥∥∫ t+σ

t
α(t +σ,s)xdg(s)

∥∥∥∥≤Vu(α)|x| |g(t +σ)−g(t)|

which tends to zero asσ goes to zero. It follows thatKg(t+, t) is invertible.
Proof of (i). Let us consider the gaugeδ of [a,b] defined as above and letd = (ξi ,si) ∈

TD[a,b] be δ-fine. Giveni ∈ {1,2, . . . , |d|} and t ∈ [si−1,si ], let di = (r j) be a division of
[si−1, t]. Then∥∥∥∥∥∑j

[
(Kg)t(r j)− (Kg)t(r j−1)

]
x j

∥∥∥∥∥=

∥∥∥∥∥∑j

∫ r j

r j−1
αt(σ)x jdg(σ)

∥∥∥∥∥=
∥∥∥∥∫ t

s−i
αt(σ)x jdg(σ)

∥∥∥∥≤
≤Vu(α)|x j | |g(t)−g(si−1)|< Vu(α)|x j |ε <

|x j |
2

.

HenceBV[si−1,t]((Kg)t)≤ 1/2 and (i) follows.
Finally, the assertion about the Neumann series for the resolvent of equation (25) in

L(C([a,b],R)) follows from Theorem 4.6. Besides, the operatorFKg given by
(
FKgy

)
(t) =∫ t

a dsKg(t,s)y(s) is causal as well as
(
FKg

)n
. Therefore

(
I −FKg

)−1
is also causal. By The-

orem 4.7, the same applies to the resolvent of equation (25) inL(Kg([a,b],R)). Thus from
the fact thatFKg = Hα,g (see Theorems 4.4 and 4.3), the operatorI −Hρ,g = (I −Hα,g)−1 is
causal.

Remark 6.1. Given g∈SL([a,b],R) differentiable and non-constant in any non-degenerate
subinterval of[a,b], let R2

g([a,b],X)A be the space, endowed with the Alexiewicz norm, of
the equivalence classes of functions f: [a,b]→X which are improper Riemann-Stieltjes in-
tegrable with respect to g and have a finite number of singularities. Also, let L1,g([a,b],X)A

be the space, endowed with the Alexiewicz norm, of all equivalence classes of functions
f : [a,b] → X which are Bochner integrable with respect to g (i.e., in the Stieltjes sense)
with finite integral. Then Theorems 5.2 and 6.1 hold for R2

g([a,b],X)A or L1,g([a,b],X)A

instead ofKg([a,b],X).
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