Anticipated and zero-lag synchronization in motifs of delay-coupled systems
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Anticipated and zero-lag synchronization have been observed in different scientific fields. In the brain, they might play a fundamental role in information processing, temporal coding and spatial attention. Recent numerical work on anticipated and zero-lag synchronization studied the role of delays. However, an analytical understanding of the conditions for these phenomena remains elusive. In this paper, we study both phenomena in systems with small delays. By performing a phase reduction and studying phase locked solutions, we uncover the functional relation between the delay, excitation and inhibition for the onset of anticipated synchronization in a sender-receiver-interneuron motif. In the case of zero-lag synchronization in a chain motif, we determine the stability conditions. These analytical solutions provide an excellent prediction of the phase-locked regimes of Hodgkin-Huxley models and Roessler oscillators. Published by AIP Publishing.
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Anticipated and zero-lag synchronization are phenomena that are believed to play important roles in the brain, with evidence suggesting that they occur despite the conductance delay between cortical areas. Both synchronization regimes were reported in numerical simulations of motifs of three-node neuronal systems coupled with delay. Here, we present an analytical approach to these problems by performing a phase reduction leading to a phase oscillator model. Since neurons have firing rates of the order of tens of Hertz and conduction delays are in the range of tens of milliseconds, the regime of small delays (less than the period of free-running units) is justified and simplifies the calculations. In this framework, three regimes are predicted to occur as inhibition is increased in a sender-receiver-interneuron (SRI) motif: delayed synchronization (DS), anticipated synchronization (AS), and finally phase drift. Varying the delay in a chain motif of three mutually connected units, on the other hand, the locking between the central and the outer nodes is shown to be close to either in-phase or anti-phase, with instability (phase drift) gaps in-between. The analytical results show very good agreement with numerical simulations of motifs of Hodgkin-Huxley neurons and Roessler oscillators.

I. INTRODUCTION

The activation of cells in the visual cortex has been observed to occur simultaneously under a visual stimulus.¹–³ Synchronization of neuronal activity often occurs for long range interactions, having been observed across cortical regions and between cortical and subcortical structures.⁴–⁸ The outer nodes in this motif act as two populations that synchronize at zero-lag, while the middle one acts as a relay element, which could be another cortical or sub-cortical structure, communicating with the external nodes of the motif. Surprisingly, although these areas are far apart and propagation delays are present, these areas synchronize without any lag. The dynamical mechanisms that compensate the propagation delays are the focus of intense research.

In the presence of transmission delays, anticipated synchronization⁹–¹⁴ is another remarkable collective behaviour that is observed in monkeys performing visual discrimination tasks.² Multi-electrode recordings showed a dominant directional influence between areas of sensorimotor cortex (as assessed by Granger causality), accompanied by either a negative or a positive phase lag between them. In the striking example found in Brovelli et al.,¹² the primary somatosensory cortex (S1) Granger causes the primary motor cortex (M1) while both coherently oscillate in the beta frequency range.⁶ However, the phase of the oscillation of M1 is ahead of that of S1, so, in that sense, M1 anticipates S1. Roughly speaking, when the driven area is ahead of the driver, the phase difference between the areas becomes negative.

The apparent contradiction of having a clear directional influence together with a negative phase difference was investigated numerically on models of two coupled neuronal populations.¹⁵–¹⁷ The numerics suggest that inhibitory conductance in the receiver population can change the dynamics from the delayed synchronization (positive phase difference) to the less intuitive regime of anticipated synchronization (negative phase difference).¹⁶,¹⁷

More recently, the concept of anticipated synchronization¹⁹ was applied to theoretically understand a behavioral neuroscience study.¹⁸–²⁰ Moreover, at the level of neural circuits, the sign of the lag also plays a major role in learning,
through the mechanism of spike-timing-dependent plasticity (STDP). The interplay between STDP and different synchronizaton regimes has been numerically investigated in a model of neuronal populations.

Up to now, these phenomena have been treated mostly numerically, and a general understanding remains elusive. In this paper, we analytically tackle the phenomena of zero-lag and anticipated synchronization in neuronal motifs of three nodes, focusing on the stability of phase locked solutions. By performing a phase reduction, the stability of phase locked states can be determined in terms of a phase oscillator model. This allows us to obtain a detailed understanding of both anticipated and zero-lag synchronization when the delay is small. Our main contributions are:

(i) We obtain the nonlinear functional relation between excitation and inhibition to have anticipated synchronization. We consider a sender-receiver-interneuron (SRI) motif. The sender and receiver send excitatory synapses, whereas the interneuron inhibits the receiver. In this setting, there is a critical value of inhibition for the transition to anticipated synchronization.

(ii) We obtain the stability conditions for zero-lag synchronization. In a chain motif with delay coupling, our analysis reveals the role of delay in the stability conditions for the ends of the chain to exhibit zero-lag synchronization.

Chaotic oscillators that are phase coherent are also amenable to the treatment of phase reduction. In the present paper, we focus on phase synchronization, in contrast to previous work that addressed stronger forms of synchronization. We probe our predictions in Hodgkin-Huxley model circuits with inhibitory and excitatory transmission delays as well as in circuits of delay-coupled chaotic Roessler oscillators in the phase coherent regime. The analytical predictions show excellent agreement with numerical simulations.

II. DELAY COUPLED OSCILLATORS

Consider the $N$ coupled systems with delays due to signal propagation

$$\dot{x}_i(t) = f_i(x_i(t)) + \sum_j W_{ij} h_j(x_j(t), x_j(t - \tau_{ij})), \quad (1)$$

where $i = 1, \ldots, N$, $f_i$ is the vector field of the isolated system, $h_i$ is the coupling function, and $W_{ij}$ is nonzero if $i$ receives a connection from $j$ with weight $W_{ij}$. Here, $\tau_{ij}$ stands for the delays in transmission.

Delay-coupled systems have been thoroughly studied in recent years (see, e.g., Ref. 30 for a thematic issue). The impact of the delay on the dynamics depends on its value as compared to the internal time scale of the system. Interestingly, delay can play two opposite roles impacting the dynamics of a system: on the one hand, it can have a stabilizing role, as e.g., yielding zero-lag synchronization in three delay-coupled chaotic systems or stabilizing the otherwise periodic dynamics of coupled limit-cycle oscillators, the so-called death by delay. On the other hand, delayed feedback can destabilize a system, giving rise to chaotic oscillations, as is well known e.g., in one semiconductor laser subject to an optical self-feedback. Also, in networks of delay coupled oscillators, structural changes that improve the network structure can lead to synchronization loss.

A. Phase reduction

If the isolated dynamics of all systems has a stable periodic orbit $\gamma$, then we can perform a phase reduction near the orbit and obtain the phase description for the coupled oscillator. This approach was introduced previously by different authors. If the $i$th node has a periodic orbit $\gamma_i$, such an orbit can be parametrized by its phase $\gamma_i(t) = \gamma_i(\theta_i(t))$. When the coupling is small, the amplitude will only change slightly and all relevant dynamics will be described by the phases $\theta_i$. If the periodic orbit emerges from a Hopf bifurcation, the phase description will be given by a Kuramoto-like model with delay interaction

$$\dot{\theta}_i = \omega_i + \sum_{j \neq i} K_{ji} \sin \left( \theta_j(t - \tau) - \theta_i(t) \right), \quad (2)$$

for $i = 1, \ldots, N$.

Delay-coupled Kuramoto oscillators were analyzed via analytical methods and numerical simulations for some particular motifs. In rings of unidirectionally and bidirectionally connected elements, in-phase and out-of-phase solutions and their stability were found. The role of amplitude and phase instabilities of delay-coupled Stuart–Landau oscillators was also studied analytically and numerically.

B. Dynamics near phase locking

Throughout the manuscript, we are interested in the case when the phases are phase locked

$$\theta_i(t) = \theta_i(t) + \phi_i, \quad (3)$$

where $\phi_i$ is a constant. Along the phase locked solutions, the effect of a time delay on the connection between two elements $j$ and $i$ translates into a constant phase $\delta_j$ shift.

$$\dot{\theta}_j = \omega_j + \sum_{j \neq i} K_{ji} \sin \left( \theta_j - \theta_i - \delta_j \right), \quad i = 1, \ldots, N, \quad (4)$$

where $\omega_i$ are the natural frequencies, $\delta_j = \omega_j \tau_{ji}$, and $K_{ji}$ are the coupling strengths. The coupling values can be either positive or negative, which e.g., in neuronal systems, would represent excitatory or inhibitory synaptic couplings.

C. The motifs

We will focus on two $W_{ij}$ configurations which correspond to 3-node motifs of particular relevance in neuroscience. Motifs are subgraphs of larger networks that occur beyond chance, and are thus regarded as building blocks of complex networks.

The first motif will be referred to as sender-receiver-interneuron (SRI), and is shown in Fig. 1(a). The receiver is mutually connected with the interneuron, being also driven by the sender. The sender and the receiver are excitatory, whereas the interneuron is inhibitory. The SRI motif is
ubiquitous in different regions of the vertebrate brain, such as the thalamus, spinal cord and nuclei involved with song production in the bird brain. Sporns and Kötter, have also shown that this motif is particularly prevalent in the connectome of the nematode *C. elegans*.

The second motif, we will study, is a chain of mutually connected units (“V-motif”), as shown in Fig. 4. According to Sporns and Kötter, this is the most prevalent motif in the macaque and cat cortices. Moreover, it is a good model of cortico-thalamo-cortical loops, the outer elements representing different cortical regions and the central element representing a thalamic region.

III. MODELS

In this section, we introduce the Hodgkin-Huxley model (Sec. III A), which admits a phase reduction. This is a natural setting for our analysis. Chaotic oscillators also admit a phase reduction when the dynamics is phase coherent. This is the case of the Roessler attractor, which we will introduce in Sec. III B. In this case, amplitudes and phases are coupled. The amplitudes act as effective noise in the phase dynamics. Since the anticipated synchronization corresponds to an exponentially stable dynamics, it will persist under small noise.

A. Hodgkin-Huxley model

The Hodgkin-Huxley model consists of four differential equations describing the evolution of the membrane potential and the currents flowing across a patch of an axonal membrane.

{{\begin{equation}
C_m \frac{dV}{dt} = \bar{G}_Na h^3 (E_{Na} - V) + \bar{G}_K n^4 (E_K - V) + G_m (V_{rest} - V) + I_c + \sum I_{syn}
\end{equation}}}

Here, $V$ is the membrane potential and $x \in \{h, m, n\}$ are the gating variables for sodium ($h$ and $m$) and potassium ($n$). The capacitance of a $30 \times 30 \times \pi \ \mu m^2$ equi-potential patch of membrane is $C_m = 9 \pi \mu F$. The reversal potentials of Na$^+$, K$^+$ and leakage currents, respectively. The maximal conductances are $\bar{G}_Na = 1080 mS$, $\bar{G}_K = 324 \pi mS$ and $G_m = 2.7 \pi mS$, respectively. $I_{syn}$ accounts for the chemical synapses arriving from other neurons and $I_c = 280 \mu A$ accounts for an external constant current. The voltage-dependent rate variables in the Hodgkin-Huxley model are the standard values.

The synaptic current at each synapse is given by

{{\begin{equation}
I_{syn} (t) = \sum g_{syn} \sum \alpha (t - t_{spike} - \tau_d) (E_{syn} - V),
\end{equation}}}

where $V$ is the postsynaptic potential, $g_{syn}$ is the maximal conductance and $E_{syn}$ is the reversal potential. We use $E_{exc} = 60 mV$ and $E_{inh} = -20 mV$, which are modeled as AMPA and GABA$\alpha$ mediated synapses, respectively. The internal sum is extended over all the presynaptic spikes occurring at $t_{spike}$. The delay in the coupling $\tau_d$ arises from the finite conduction velocity of axons, and is accounted by the latency time in the $\alpha$ function, which models postsynaptic conductance changes as follows:

{{\begin{equation}
\alpha (t) = \frac{\Theta (t)}{\tau_+ - \tau_-} (\exp (-t/\tau_-) - \exp (-t/\tau_+)),
\end{equation}}}

where $\Theta$ is the Heaviside function. The parameters $\tau_-$ and $\tau_+$ stand, respectively, for the decay and rise times of the function and determine the duration of the synaptic response.

The excitatory conductances and decay and rise times for the three mutually coupled neurons are (“V-motif” of Sec. IV E), respectively, $g_{exc} = 20 \ \mu A$, $\tau_+ = 4.0 \ \mu s$ and $\tau_+ = 0.1 \ \mu s$. For the motif with three neurons in a senderreceiver-interneuron configuration (SRI motif of Sec. IV A), we use $g_{exc} = 10 \ \mu A$, $\tau_+ = 6.0 \ \mu s$ and $\tau_+ = 0.1 \ \mu s$.

For the three excitatory mutually coupled neurons (Sec. IV E), we employ current-based synapses, by fixing $(E_{syn} - V) = 1 mV$ in Eq. (7). It is worth mentioning that qualitatively, similar results are obtained with conductance-based coupling models.
B. Roessler model

The equations for the coupled Roessler system are given by
\[
\begin{align*}
\dot{x}_i &= -y_i - z_i + \sum_{j \neq i} k_{ij} [x_j(t - \tau_d) - x_i(t)] \\
\dot{y}_i &= x_i + a y_i + \sum_{j \neq i} k_{ij} [y_j(t - \tau_d) - y_i(t)] \\
\dot{z}_i &= b + z_i(x_i - c),
\end{align*}
\]
where \(a = 0.2, b = 0.2\) and \(c = 5.7\) for all simulations. With these parameter values, the behaviour of the free-running oscillators is chaotic. The parameter \(\tau_d\) accounts for the delay in the coupling. The coupling term \(k_{ij}(i \neq j)\) can be either positive or negative. We set all the nonzero positive \(k_{ij} = K_R = 0.05\) in Sec. IV A, whereas \(k_{ij} = K_R = 0.01\) in Sec. IV E. For all cases, we varied \(K_R\) between 0.01 and 0.1 and found similar results, except in the motif of Sec. IV E, for which \(K_R = 0.1\) was already too strong, eventually leading to the death-by-delay phenomenon for specific delay times. The phase of each Roessler system was defined as \(\theta_i = \tan^{-1}(y_i/x_i)\) if \(x_i > 0\) and \(\theta_i = \tan^{-1}(y_i/x_i) + \pi\), if \(x_i < 0\).

IV. RESULTS

To study phase-locked solutions and their stability, we define the three relative phases
\[
\theta_{ij} \equiv \theta_i - \theta_j, \quad i, j \in \{1, 2, 3\}, i < j,
\]
and compare their stationary values [analytically predicted by Eq. (4)] with those obtained from numerical simulations of the Hodgkin-Huxley and Roessler models. Non-zero stationary values of \(\theta_{ij}\) imply a phase lag.

A. Sender-Receiver-Interneuron (SRI) motif

Here, we show that the phase oscillator model in the SRI motif [Fig. 1(a)] correctly predicts the transition between delayed synchronization (DS) and anticipated synchronization (AS), each regime characterized by a different sign of \(\theta_{12}\) (positive for DS, negative for AS). Specifically, we obtain the analytical expression for the dependence of the AS-DS transition on the inhibitory and excitatory coupling strengths as well as on the delay [Eq. (12), which is the main result of this section].

In the SRI circuit (which corresponds to motif 7 of Ref. 42 or motif 4 of Ref. 47), a sender node feeds a receiver that is coupled to a third node, receiving from it an inhibitory feedback [Fig. 1(a)]. Previous numerical results with Hodgkin-Huxley neurons had shown that a continuous transition occurs between anticipated and delayed anticipation when the inhibitory coupling changes, but an analytical explanation was still lacking. We show below that the analytical prediction of the phase oscillators is well matched by simulations of both HH and Roessler motifs.

We choose for all frequencies, the same \(\omega_i = \omega\) and couplings \(K_{12} = K_{23} = K > 0, K_{21} = 0\) and \(K_{12} = -K' < 0\), \(\delta_{12} = \delta_{23} = \delta, \delta_{12} = \delta'\), focusing on the dependence of the phase difference between the sender and the receiver \((\theta_{12}')\) as a function of the inhibitory coupling \(K'\).

B. Phase locking conditions

When imposing the phase locking conditions, Eq. (3), we have that \(\theta_{12}' = -\phi_2(K, K', \delta, \delta')\), so we readily obtain \(\theta_2 = \theta_1\), implying that \(K \sin(\theta_{12}') - K' \sin(\theta_{12}') = 0\) together with \(\theta_3 = \theta_1\), yielding \(K \sin(\theta_{23}') - 0\). Therefore, the conditions on the phase differences are
\[
\begin{align*}
\theta_{23}' &= \delta, \\
\theta_{12}' &= \delta - \arcsin\left(\frac{K'}{K} \sin(\delta + \delta')\right),
\end{align*}
\]
where we note that
\[
\frac{K'}{K} |\sin(\delta + \delta')| \leq 1
\]
is a necessary condition for the phase-locked solution between the sender and the receiver to exist.

**Anticipated Synchronization:** When anticipated synchronization takes place, the phase \(\theta_2\) of node two is ahead of the phase \(\theta_1\). Hence, in this construction, \(\theta_{12}' < 0\). From Eq. (12), we obtain a condition for anticipated synchronization. In particular, for small delays \(\delta = \delta' \ll 1\), we obtain that the transition occurs when
\[
K' > \frac{K}{2},
\]
so, anticipated synchronization takes place when the inhibition is strong enough.

C. Stability of phase-locking

In the limit \(\delta' = \delta \ll 1\), the delay equations inherit the stability of the delay-free system. We can obtain the linear stability properties of the phase-locked solution by analyzing the growth of perturbations \(\xi_j(t), j = 2, 3\), defined as:
\[
\theta_j(t) = \theta_1(t) + \phi_j + \xi_j(t).
\]
Introducing the notation \(\xi(t) = (\xi_2(t), \xi_3(t))^T\), a Taylor expansion for small \(\xi_j\) yields
\[
\dot{\xi}(t) = A\xi(t) + B\xi(t - \tau),
\]
where we ignored higher-order terms in \(\xi\). Moreover,
\[
A = \begin{pmatrix}
-K \cos(\delta - \theta_{12}') + K' \cos(\delta - \theta_{23}') & 0 \\
0 & -K
\end{pmatrix},
\]
and
\[
B = \begin{pmatrix}
0 & -K' \cos(\delta - \theta_{12}') \\
K & 0
\end{pmatrix}.
\]

Next, consider the characteristic equation \(p(\lambda) = \det(\lambda I - A - Be^{\tau_0})\). For small delays \(\tau \ll 1\), we have \(p(\lambda) = \det(\lambda I - A - B) + O(\tau)\), as the eigenvalues of \(A + B\)
are simple. Indeed, an inspection shows that the spectrum of \( A + B \) has only negative real part as long as
\[
2K - K' > 0. \tag{19}
\]

Hence, Eqs. (14) and (19) provide the conditions for anticipated synchronization in the small-\( \delta \) limit.

D. AS in Models: Numerics vs. predictions

We observe a transition from delayed to anticipated synchronization, when \( \theta_{12} \) changes sign for increasing \( K' \) [Fig. 1(b)]. As can be seen from Eq. (12), this transition happens at \( K' \approx K/2 \), for \( \delta = \delta' \ll 1 \). Increasing \( K' \) further, condition (13) breaks down and phase locking is no longer a solution.

The same trend is also observed in both the Hodgkin-Huxley [Fig. 1(c)] and the Roessler models [Fig. 1(d)]. In both cases, the transition from DS to AS occurs, and eventually a phase drift regime is reached when the inhibitory (negative) coupling is increased. Also, the slope of the curves increases with the delay. In particular, for the Roessler system, by increasing the negative coupling \( K' \), initially an imperfect phase synchronization is observed [see the inset of Fig. 1(d)] and then synchronization becomes unstable and a phase drift regime is reached.

In Fig. 2, we show time traces for the Hodgkin-Huxley model. Panels (a) and (b) correspond to phase-locked solutions, where the receiver lags the sender (panel a) or the receiver anticipates the sender (panel b). Finally, in panel (c), the inhibitory conductance is large enough that the phase-locked solution is lost and a phase drift regime is observed.

The time series of \( x \) variables of the Roessler sender and receiver units are shown in Fig. 3. For weak inhibition [Figs. 3(a) and 3(b)], the sender leads the receiver in phase on average, although with fluctuations. With increasing inhibitory coupling, we observe a transition from delayed to anticipated synchronization, again on average and with fluctuations [see Figs. 3(c) and 3(d)]. Finally, for larger values of the inhibitory coupling, phase locking is lost and a phase drift regime ensues, as can be seen in Figs. 3(e) and 3(f).

E. Chain of three mutually delay-coupled systems ("V-motif")

We now analyze the case of a chain of three mutually coupled phase-oscillators [Fig. 4(a), which is motif 8 in Ref. 42 and motif 9 in Ref. 47]. The phase oscillator model predicts the conditions to find synchronized periodic solutions, in particular, zero-lag synchronization between the “outers” (nodes 1 and 3 in Fig. 4). It also predicts the cases where the middle element will be synchronized in phase or in antiphase with the other elements. As we discussed for the AS, for small delays, the delayed systems inherit the stability of the not delayed systems. So, we will only perform the analysis of the stability of the phase-locked solutions.
\[ \theta_{13}^* = (2n - 1)\pi \]  
\[ \theta_{12}^* = n\pi - \delta, \quad n = 0, 1 \]

and corresponds to anti-phase synchronization between the outer oscillators (“outers-out-of-phase”).

From the Jacobian matrix, we obtain

\[ \text{Tr}(J) = -2K \cos \delta \left[ \cos \theta_{12}^* + \cos (\theta_{13}^* - \theta_{12}^*) \right] \]
\[ \det(J) = K^2 \left[ 2 \cos \theta_{12}^* \cos \delta \cos (\theta_{13}^* - \theta_{12}^*) - \right. 
\left. \cos (\theta_{13}^* - \theta_{12}^* + \delta) \cos (\theta_{12}^* + \delta) \right]. \]

The “outers-out-of-phase” solution has \( \text{Tr}(J) = 0 \), but we have numerically verified using Eq. (4) that it is never asymptotically stable. The stability of the “outers-in-phase” solutions is shown in Fig. 4(b) for positive \( K \) (in particular, and without loss of generality, \( K = 1 \)): the sign of \( \det(J) \) changes at \( \tan^2 \delta = 3 \), so that these solutions are unstable in the intervals \( \pi/3 < \delta < 2\pi/3 \) and \( 4\pi/3 < \delta < 5\pi/3 \). In its stable region, \( n = 0 \) is the attractor for \( \delta < \pi/3 \) or \( \delta > 5\pi/3 \), whereas \( n = 1 \) is the attractor for \( 2\pi/3 < \delta < 4\pi/3 \) [see Eq. (21)].

The numerical results for three mutually coupled Hodgkin-Huxley models with excitatory chemical synapses and conduction axonal delays [Fig. 4(d)] show qualitatively good agreement with the analytical predictions of the phase model. Figures 5(a)–5(c) correspond to delays \( \tau_d = 0, 3 \) and

\[ h_{12} = \cot \left( \frac{\delta}{3} \right) - n\pi, \quad n = 0, 1 \]  

which corresponds to a zero-lag synchronization between the outer oscillators (“outers-in-phase”), and a nonzero phase-locking solution between the central and each outer node. The second solution is
6 ms, located, respectively, in the in-phase, phase-drift and anti-phase regions of Fig. 4(d). Note in Fig. 5(b) that a long time series is needed to highlight the slow phase-drift regime.

In Fig. 4(e), we show numerical results for three mutually delay-coupled chaotic Roessler systems. From the numerical simulations, we find regions where phase synchronization is stable, and others, where there is no locking. These results agree remarkably well with the analytical predictions of the phase model. As is occurring for the Hodgkin-Huxley model, for small \( \tau_d \), all three Roessler units are phase synchronized near zero-lag [see Figs. 6(a) and 6(b)]. Note, however, that the central element slightly lags behind the outer ones [Figs. 4(e) and 6(b)]. With increasing delay, we numerically find (as the phase-oscillator model predicts) a region with no phase-locking solution, which can be clearly seen in Figs. 6(c) and 6(d). For \( \tau_d \) of the order of half of the mean free-running period of the oscillator, we find identical synchronization (phase and amplitude) between the outer nodes, while the central one oscillates in anti-phase with them, although with fluctuations [see Figs. 6(e) and 6(f)].

V. DISCUSSION

We have studied motifs of coupled oscillators with delayed interaction. By restricting our attention to phase locked solutions and small delays, we obtained analytical predictions for the stability of the phase locked solutions. This analysis provides good predictions for the numerical simulations of motifs, whose nodes are described by Hodgkin-Huxley or Roessler equations. Until now, the emergence of AS in the SRI motif had only been numerically explored.

We have applied the phase-oscillator approach to small/moderate coupling strengths and delays up to the characteristic oscillating period of the systems. This seems to be the more relevant scenario in the context of neuronal microcircuits, where neurons have firing rates on the order of tens of Hertz and delays are in the range of tens of milliseconds or less.

If the systems are non-identical or have delays in the transmission, the complete synchronization manifold is not invariant. Because we focused on small delays, the orbits of the coupled system will enter a neighborhood of the synchronization manifold. The stability and the size of the basin of attraction can also be given. When the coupling increases and the systems are slightly non-identical, a transition to lag synchronization in the amplitudes may also be observed.

Whether the technique is useful for larger delay times remains to be studied. Furthermore, in real systems, the effective phase \( \delta \) and the frequency \( \omega \) depend on the strength \( K \), an effect that, for simplicity, we neglected in this study. It is worth exploring whether, at least for some particular systems, this relationship can be self-consistently deduced.
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